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Journal of Mathematical Sciences (N. Y.), to appear

This memoir is divided in three parts1. Part I endeavours a general, new theory (inspired by
modern CR geometry) of Lie symmetries of completely integrable PDE systems, viewed from
their associated submanifold of solutions. Part II builds general combinatorial formulas for the
prolongations of vector fields to jet spaces. Part III characterizes explicitly flatness of some sys-
tems of second order. The results presented here are original and did not appear in print elsewhere;
most formulas of Parts II and III were checked by means of Maple Release 7.

§1. COMPLETELY INTEGRABLE SYSTEMS OF PARTIAL DIFFERENTIAL EQUATIONS

1.1. General systems. LetK = R orC. Let n ∈ Nwith n > 1 and let x = (x1, . . . , xn) ∈
Kn. Also, let m ∈ N with m > 1 and let y = (y1, . . . , ym) ∈ Km. For α ∈ Nn, we denote
by a subscript yxα the partial derivative ∂|α|y/∂xα of a local map Kn 3 x 7→ y(x) ∈ Km.

Let κ ∈ N with κ > 1, let p ∈ N with p > 1, choose a collection of p multiindices
β(1), . . . , β(p) ∈ Nn with |β(q)| > 1 for q = 1, . . . , p and max16q6p |β(q)| = κ, and
choose integers j(1), . . . , j(p) with 1 6 j(q) 6 m for q = 1, . . . , p. In the present Part I,
we study the Lie symmetries of a general system of analytic partial differential equations
of the form:

(E) yj
xα(x) = F j

α

(
x, y(x),

(
y

j(q)

xβ(q)(x)
)
16q6p

)
,

where j with 1 6 j 6 m and α ∈ Nn satisfy

(1.2)
(
j, α

) 6= (j, 0) and
(
j, α

) 6= (
j(q), β(q)

)
.

In particular, all (κ+1)-th partial derivatives of the unknown y = y(x) depend on a certain
precise set of derivatives of order 6 κ: the system is complete. In addition, all the other
partial derivatives of order 6 κ do also depend on the same precise set of derivatives.

Here, we assume that u = 0 is a local solution of the system (E) and that the functions
F j

α areK-algebraic (in the sense of Nash) orK-analytic, in a neighborhood of the origin in

Date: 2011-5-27.
1Part II of [Me2005a] already appeared as [Me2005b].
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2 JOËL MERKER

Kn+m+p. Even if our concern will be local throughout, we will not introduce any special
notation to speak of open subsets and simply refer to various Kµ. We will study five
concrete instances, the first three ones being classical.

Example 1.3. With n = m = κ = 1, a second order ordinary differential equation

(E1) yxx = F (x, y, yx),

and more generally yxκ+1 = F (x, y, yx, . . . , yxκ

)
, where x, y ∈ K, see [Lie1883, EL1890,

Tr1896, Ca1924, Se1931, Ca1932a, Ol1986, Ar1988, BK1989, GTW1989, HK1989,
Ib1992, Ol1995, N2003].

Example 1.4. With n > 2, m = 1 and κ = 1, a complete system of second order
equations

(E2) yxi1xi2 = Fi1,i2

(
xi, y, yxk

)
, 1 6 i1, i2 6 n,

see [Ha1937, Ch1975, Su2001] and Part III below.

Example 1.5. Dually, with n = 1, m > 2 and κ = 1, an ordinary system of second order

(E3) yj
xx = F j

(
x, yj1 , yj1

x

)
, j = 1, . . . ,m,

see [Fe1995, Me2004] and the references therein.

Example 1.6. With n = 1, m = 2 and κ = 1, a system of the form

(E4)

{
y2

x = F
(
x, y1, y2, y1

x

)

y1
xx = G

(
x, y1, y2, y1

x

)
.

Differentiating the first equation with respect to x and substituting, we get the missing
equation:

(1.7)

y2
xx = Fx + y1

x Fy1 + y2
x Fy2 + y1

xx Fy1
x

= Fx + y1
x Fy1 + y2

x Fy2 +GFy1
x

=: H
(
x, y1, y2, y1

x

)
.

Example 1.8. With n = 2, m = 1 and κ = 2, a system of the form

(E5)

{
yx2 = F

(
x1, x2, y, yx1 , yx1x1

)

yx1x1x1 = G
(
x1, x2, y, yx1 , yx1x1

)
.

Here, five equations are missing. Differentiating the first equation with respect to x1 and
substituting:

(1.9)

yx1x2 = Fx1 + yx1 Fy + yx1x1 Fyx1 + yx1x1x1 Fyx1x1

= Fx1 + yx1 Fy + yx1x1 Fyx1 +GFyx1x1

=: H
(
x1, x2, y, yx1 , yx1x1

)
,

and then similarly for yx2x2 , yx1x1x2 , yx1x2x2 , yx2x2x2 .

1.10. Finitely nondegenerate generic submanifolds of Cn+m. Examples 1.3, 1.4, 1.6
and 1.8 (but not 1.5) are intrinsically linked to real submanifolds of complex submani-
folds.

Let M be a real algebraic or analytic local generic CR2 submanifold of Cn+m of codi-
mensionm > 1 and of CR dimension n > 1, and let p ∈M . Classically, there exists local

2Fundamentals about Cauchy-Riemann geometry may be found in [Bo1991, BER1999, Me2005a,
Me2005b, MP2005].
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holomorphic coordinates t = (z, w) ∈ Cn × Cm centered at p in which M is represented
by

(1.11) wj = Θ
j
(z, z̄, w̄), j = 1, . . . ,m,

for some local C-analytic map Θ = (Θ1, . . . ,Θm) satisfying the identity

(1.12) w ≡ Θ
(
z, z̄,Θ(z̄, z, w)

)
,

reflecting the fact that M is real.

Definition 1.13. ([BER1999, Me2005a, Me2005b, MP2005])M is finitely nondegenerate
if there exists an integer κ > 1 such that the local holomorphic map

(1.14) (z̄, w̄) 7−→ (
Θ

j

zβ(0, z̄, w̄)
)16j6m

|β|6κ

is of rank n+m at (z̄, w̄) = (0, 0).

From (1.12), the map w̄ 7→ Θ(0, 0, w̄) is already of rank m at w̄ = 0. One
then verifies ([BER1999, Me2005a, Me2005b, MP2005]) that there exist multiindices
β(1), . . . , β(n) ∈ Nn with |β(k)| > 1 for k = 1, . . . , n and max16k6n |β(k)| = κ to-
gether with integers j(1), . . . , j(n) with 1 6 j(k) 6 m such that the local holomorphic
map

(1.15) Cn+m 3 (z̄, w̄) 7−→
((

Θ
j
(0, z̄, w̄)

)16j6m
,
(
Θ

j(k)

zβ(k)(0, z̄, w̄)
)

16k6n

)
∈ Cm+n

is of rank n+m at (z̄, w̄) = (0, 0).

1.16. Associated system of partial differential equations. Generalizing an idea which
goes back to B. Segre in [Se1931, Se1932] (n = m = 1), applied by É. Cartan
in [Ca1932a] and studied more recently in [Su2001, GM2003a], we may associate to M
a system of partial differential equations of the form (E) as follows. Complexifying the
variables z̄ and w̄, we introduce new independent variables ζ ∈ Cn and ξ ∈ Cm together
with the complex algebraic or analytic m-codimensional submanifoldM of C2(n+m) de-
fined by

(1.17) wj = Θ
j
(z, ζ, ξ), j = 1, . . . ,m.

We then consider the “dependent variables” wj as algebraic or analytic functions of the
“independent variables” zk, with additional dependence on the extra “parameters” (ζ, ξ).
Then by applying the differentiation ∂|α|/∂zα to (1.17), we get wj

zα(z) = Θ
j

zα(z, ζ, ξ).
Assuming finite nondegeneracy and writing these equations for (j, α) = (j(k), β(k)), we
obtain a system of m+ n equations:

(1.18)





wj(z) = Θ
j
(z, ζ, ξ), j = 1, . . . ,m,

w
j(k)

zβ(k)(z) = Θ
j(k)

zβ(k)(z, ζ, ξ), k = 1, . . . , n.

By means of the implicit function theorem we can solve:

(1.19) (ζ, ξ) = R
(
zk, wj(z), w

j(k)

zβ(k)(z)
)
.

Finally, for every pair (j, α) different from (j, 0) and from (j(k), β(k)), we may replace
(ζ, ξ) by R in the differentiated expression wj

zα(z) = Θ
j

zα(z, ζ, ξ), which yields

(1.20)
wj

zα(z) = Θ
j

zα

(
z, R

(
zk, wj(z), w

j(k)

zβ(k)(z)
))

=: F j
α

(
zk, wj(z), w

j(k)

zβ(k)(z)
)
.

This is the system of partial differential equations associated to M .
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Example 1.21. (Continued) With n = m = 1, i.e. M ⊂ C2 and κ = 1, i.e. M is Levi
nondegenerate of equation

(1.22) w = w̄ + i zz̄ + O3,

where z, z̄ are assigned weight 1 and w, w̄ weight 2, B. Segre [Se1931] obtained wzz =
F (z, w, wz). J. Faran [Fa1980] found some examples of such equations that cannot come
from a M ⊂ C2. But the following was left unsolved.

Open problem 1.23. Characterize equations yxx = F (x, y, yx) associated to a real an-
alytic, Levi nondegenerate (i.e. κ = 1) hypersurface M ⊂ C2. Can on read the reality
condition (1.12) on F ? In case of success, generalize to arbitrary M ⊂ Cn+m.

Example 1.24. (Continued) Similarly, the system (E2) comes from a Levi nondegenerate
hypersurface M ⊂ Cn+1 ([Ha1937, CM1974, Ch1975, Su2001]. Exercise: why (E3)
cannot come from any M ⊂ Cν ?

Example 1.25. (Continued) With n = 1, m = 2 and κ = 1, the system (E4) comes from
a M ⊂ C3 which is Levi nondegenerate and satisfies

(1.26) T cM + [T cM,T cM ] +
[
T cM, [T cM,T cM ]

]
= TM

at the origin, namely which has equations of the following form, after some elementary
transformations ([Be1997, BES2005]):

(1.27)
w1 = w̄1 + i zz̄ + O4,

w2 = w̄2 + i zz̄(z + z̄) + O4,

where z, z̄ are assigned weight 1 and w1, w2, w̄1, w̄2 weight 2.

Example 1.28. (Continued) With n = 2, m = 1 and κ = 2, the system (E5) comes from
a hypersurface M ⊂ C3 of equation ([Eb1998, GM2003b, FK2005a, FK2005b, Eb2006,
GM2006]):

(1.29) w = w̄ + i
2 z1z̄1 + z1z1z̄2 + z̄1z̄1z2

1− z2z̄2
+ O4,

where z1, z̄1, z2, z̄2 are assigned weight 1 and w, w̄ weight 2, with the assumption that
the Levi form has rank exactly one at every point, and with the assumption that M is
2-nondegenerate at 0.

1.30. Jet spaces, contact forms and Frobenius integrability. Throughout the present
Part I, we assume that the system (E) is completely integrable, namely that the Pfaffian
system naturally associated to (E) in the appropriate jet space is involutive in the sense
of Frobenius. This holds automatically in case (E) comes from a generic submanifold
M ⊂ Cn+m. In general, we will construct a submanifold of solutions associated to (E).
So, we must explain complete integrability.

We denote by J κ
n,m the space of κ-th jets of maps Kn 3 x 7→ y(x) ∈ Km. Let

(1.31)
(
xi, yj, yj

i1
, yj

i1,i2
, . . . . . . , yj

i1,i2,...,iκ

) ∈ Kn+m+mn+mn2+···+mnκ

,

denote the natural coordinates on J κ
n,m ' Kn+m(1+n+···+nκ). For instance, (x, y, y1) ∈

J 1
1,1. We shall sometimes write them shortly:

(1.32)
(
xi, yj, yj

β

) ∈ Kn+m+m(n+···+nκ),

where β ∈ Nn varies and satisfies |β| 6 κ. Sometimes also, we consider these jet coordi-
nates only up to their symmetries yj

i1,i2,...,iλ
= yj

iσ(1),iσ(2),...,iσ(λ)
, where σ is a permutation

of {1, 2, . . . , λ}, so that J κ
n,m ' Kn+m Cκ

n+κ , with Cκ
n+κ := (n+κ)!

κ! n!
.
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Having these notations at hand, we may develope the canonical system of contact forms
on J κ

n,m ([Ol1995], [Stk2000]):

(1.33)





θj := dyj −
n∑

k=1

yj
k dx

k,

θj
i1

:= dyj
i1
−

n∑

k=1

yj
i1,k dx

k,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

θj
i1,...,iκ−1

:= dyj
i1,...,iκ−1

−
n∑

k=1

yj
i1,...,iκ−1,k dx

k.

For instance, with n = m = 1 and κ = 2, we have θ1 = dy− y1 dx and θ1
1 = dy1− y2 dx.

These (linearly independent) one-forms generate a subspace CT κ
n,m of the cotangent

T ∗J κ
n,m whose dimension equals mCκ−1

n+κ−1. For the duality between forms and vectors,
the orthogonal (CT κ

n,m)⊥ in TJ κ
n,m is spanned by the n+mCκ

n+κ−1 vector fields:
(1.34)




Di :=
∂

∂xi
+

m∑
j1=1

yj1
i

∂

∂yj1
+ · · ·+

m∑
j1=1

n∑

k1,...,kκ−1=1

yj1
i,k1,...,kκ−1

∂

∂yj1
k1,...,kκ−1

,

T j1
i1,...,iκ

:=
∂

∂yj1
i1,...,iκ

,

the first n ones being the total differentiation operators, considered in Part II. For n =
m = 1, κ = 2, we get ∂

∂x
+ y1

∂
∂y

+ y2
∂

∂y1
and ∂

∂y2
.

Classically ([Ol1986, BK1989, Ol1995]), one associates to (E) its skeleton ∆E , namely
the (n +m + p)-dimensional submanifold of J κ+1

n,m simply defined by the graphed equa-
tions:

(1.35) yj
α = F j

α

(
x, y,

(
y

j(q)
β(q)

)
16q6p

)
,

for
(
j, α

) 6= (j, 0) and 6= (
j(q), β(q)

)
with |α| 6 κ + 1. Clearly, the natural coordinates

on ∆E are:

(1.36)
(
x, y,

(
y

j(q)
β(q)

)
16q6p

)
≡

(
x, y,

(
y

j(q)
l1(q),...,lλq (q)

)
16q6p

)
∈ Kn ×Km ×Kp,

where λq := |β(q)| and
(
l1(q), . . . , lλq(q)

)
:= β(q).

Next, in view of the form (1.34) of the generators of (CT κ+1
n,m)⊥ and in view of the

equations of ∆E , the intersection

(1.37) (CT κ+1
n,m)⊥ ∩ T∆E

is a vector subbundle of T∆E that is generated by n linearly independent vector fields
obtained by restricting the Di to ∆E , which yields:

(1.38)





Di =
∂

∂xi
+

m∑
j=1

Aj
i

(
xi1 , yj1 , y

j(q1)
β(q1)

) ∂

∂yj
+

+

p∑
q=1

Bq
i

(
xi1 , yj1 , y

j(q1)
β(q1)

) ∂

∂y
j(q)
β(q)

,
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i = 1, . . . , n, where the coefficients Aj
i and Bq

i are given by:

(1.39)

Aj
i :=

{
yj

i if the variable yj
i appears among the p variables yj(q1)

β(q1);

F j
i otherwise;

Bq
i :=




y

j(q)
i,l1(q),...,lλq (q) if yj(q)

l1(q),...,lλq(q)
appears among the p variables yj(q1)

β(q1);

F
j(q)
i,l1(q),...,lλq (q) otherwise.

Example 1.40. For (E1), we get D = ∂
∂x

+ y1
∂
∂x

+ F (x, y, y1)
∂

∂y2
; exercise: treat (E2)

and (E3). For (E4), we get D = ∂
∂x

+ y1
1

∂
∂y1 + F ∂

∂y2 +G ∂
∂y1

1
. For (E5), whose skeleton is

written y2 = F , y1,1,1 = G, y1,2 = H , y1,1,2 = K, with F , G, H , K being functions of(
x1, x2, y, y1, y1,1

)
, we get

(1.41)
D1 =

∂

∂x1
+ y1

∂

∂y
+ y1,1

∂

∂y1

+G
∂

∂y1,1

,

D2 =
∂

∂x2
+ F

∂

∂y
+H

∂

∂y1

+K
∂

∂y1,1

.

Definition 1.42. The system (E) is completely integrable if the n vector fields (1.38)
satisfy the Frobenius integrability condition, namely every Lie bracket [Di1 ,Di2 ], 1 6
i1, i2 6 n, is a linear combination of the vector fields D1, . . . ,Dn.

Because of their specific form (1.38), we must then have in fact [Di1 ,Di2 ] = 0. For
n = 1, the condition is of course void.

§2. SUBMANIFOLD OF SOLUTIONS

2.1. Fundamental foliation of the skeleton. As the vector fields Di commute, they equip
the skeleton ∆E ' Kn+m+p with a foliation F∆E by n-dimensional integral manifolds
which are (approximately) directed along the x-axis. We draw a diagram (see only the
left side).

x0

b

a, b

y

x

ya

0

`
y

j(q)

β(q)

´
16q6p

F∆E

∆E

Fv

Fv

Fv

D

D

D D

D

exp(xD)(0, a, b)

M(E)

A

The (abstract, not numerical) integration of (E) is thus straightforwardly completed:
the set of solutions coincides with the set of leaves of F∆E . This is the true geometric
content, viewed in the appropriate jet space, of the assumption of complete integrability.
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2.2. General solution and submanifold of solutions. To construct the submanifold of
solutionsM(E) associated to (E) (sketched in the right hand side), we execute some ele-
mentary analytico-geometric constructions.

At first, we duplicate the coordinates
(
y

j(q)
β(q), y

j
) ∈ Kp × Km by introducing a new

subspace of coordinates (a, b) ∈ Kp × Km; thus, on the left diagram, we draw a vertical
plane together with a- and b-axes. The leaves of the foliation F∆E are uniquely determined
by their intersections with this plane, consisting of points of coordinates (0, a, b) ∈ Kn ×
Kp ×Km.

Such points (0, a, b) correspond to the initial conditions
(
y

j(q)

xβ(q)(0), y(0)
)

for the general
solution of (E). In fact, the (concatenated, multiple) flow of {D1, . . . ,Dn} is given by
(2.3)
exp

(
xnDn

( · · · (exp(x1D1(0, a, b))) · · ·
))

=
(
x,Π(x, a, b),Ω(x, a, b)

) ∈ Kn×Km×Kp,

for some two local analytic maps Π = (Π1, . . . ,Πm) and Ω = (Ω1, . . . ,Ωp) and the next
lemma is straightforward.

Lemma 2.4. The general solution of (E) is

(2.5) y(x) := Π(x, a, b),

where (a, b) varies in Kp ×Km. Furthermore, for q = 1, . . . , p:

(2.6) Ωq(x, a, b) ≡ Π
j(q)

xβ(q)(x, a, b).

This leads to introducing a fundamental geometric object.

Definition 2.7. The submanifold of solutions VS(E) associated to (E) is the analytic sub-
manifold of Kn

x ×Km
y ×Kp

a ×Km
b defined by the Cartesian equations:

(2.8) 0 = −yj + Πj(x, a, b), j = 1, . . . ,m.

There is a strong interplay between the study of (E) and the geometry of VS(E). By
construction, the diffeomorphism:
(2.9)




A : Kn+p+m [coordinates (xi, aq, bj)] −→ Kn+m+p
[
coordinates

(
xi, yj, y

j(q)
β(q)

)]

A (xi, aq, bj) :=
(
xi, Πj(x, a, b), Π

j(q)

xβ(q)(x, a, b),
)
,

sends the foliation Fv by the variables x whose leaves are {a = cst., b = cst.} (see the
diagram), to the previous foliation F∆E .

2.10. PDE system associated to a submanifold. Inversely, let M be a submanifold of
Kn

x ×Km
y ×Kp

a ×Km
b of the form

(2.11) yj = Πj(x, a, b), j = 1, . . . ,m.

A necessary condition for it to be the complexification of a generic M ⊂ Cn+m is that
p = n (answer to an exercise above).

Definition 2.12. M is solvable with respect to the parameters if b 7→ Π(0, 0, b) of rank
m at b = 0 and if there exist κ > 1, multiindices β(1), . . . , β(p) ∈ Nn with |β(q)| > 1
for q = 1, . . . , p and max16q6p |β(q)| = κ, together with integers j(1), . . . , j(p) with
1 6 j(q) 6 m such that the local K-analytic map

(2.13) Km+p 3 (a, b) 7−→
((

Πj(0, a, b)
)16j6m

,
(
Π

j(q)

xβ(q)(0, a, b)
)

16q6p

)
∈ Km+p

is of rank equal to m+ p at (a, b) = (0, 0)
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WhenM is the submanifold of solutions of a system (E), it is automatically solvable
with respect to the variables, the pairs (j(q), β(q)) being the same as in the arguments of
the right hand sides F j

α in (E). Proceeding as in §1.16, we may associate toM a system
of the form (E). Since we need introduce some new notation, let us repeat the argument.

Considering y = y(x) = Π(x, a, b) as a function of x with extra parameters (a, b) and
applying ∂|α|

/
∂xα, we get yj

xα(x) = Πj
xα(x, a, b). Writing only the relevant (m + p)

equations:

(2.14)

{
yj(x) = Πj(x, a, b),

y
j(q)

xβ(q) = Π
j(q)

xβ(q)(x, a, b),

the assumption of solvability with respect to parameters enables to get

(2.15)




aq = Aq

(
xi, yj, y

j(q1)
β(q1)

)
,

bj = Bj
(
xi, yj1 , y

j(q)
β(q)

)
.

For every (j, α) 6= (j, 0) and 6= (j(q), β(q)), we then replace (a, b) in yj
xα = Πj

xα:

(2.16)
yj

xα(x) = Πj
xα

(
x,A

(
xi, yj1(x), y

j(q)
β(q)(x)

)
, B

(
xi, yj1(x), y

j(q)
β(q)(x)

))

=: F j
α

(
xi, yj1(x), y

j(q)

xβ(q)(x)
)
.

Proposition 2.17. There is a one-to-one correspondence

(2.18) (EM) = (E)←→M =M(E),

between completely integrable systems of partial differential equations of the general form
(E) and submanifolds (of solutions)M of the form (2.11) which are solvable with respect
to the parameters. Of course

(2.19)
(EM(E)

)
= (E) and M(EM) =M.

2.20. Transfer of total differentiations. We notice that the auxiliary functions Aq and
Bj enable to express the inverse of A:

(2.21) A−1 :
(
xi1 , yj1 , y

j(q1)
β(q1)

) 7−→
(
xi, Aq

(
xi1 , yj1 , y

j(q1)
β(q1)

)
, Bj

(
xi1 , yj1 , y

j(q1)
β(q1)

))
.

More importantly, the total differentiation operator considerably simplifies when viewed
onM. This observation is useful for translating differential invariants of (E) as differen-
tial invariants ofM.

Lemma 2.22. Through A, for i = 1, . . . , n, the pull-back of the total differentiation oper-
ator Di is simply ∂

∂xi , or equivalently:

(2.23) A∗
( ∂

∂xi

)
= Di.

Proof. Let ` = `
(
xi, yj, y

j(q)
β(q)

)
be any function defined on ∆E . Composing with A yields

the function Λ := ` ◦ A, i.e.

(2.24) Λ(x, a, b) ≡ `
(
xi,Πj(x, a, b),Π

j(q)

xβ(q)(x, a, b)
)
.

Differentiating with respect to xi, we get, dropping the arguments:

(2.25)
∂Λ

∂xi
=

∂`

∂xi
+

m∑
j=1

Πj
xi

∂`

∂yj
+

p∑
q=1

Π
j(q)

xixβ(q)

∂`

∂y
j(q)

xβ(q)

.
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Replacing the appearing Πj
xα for which (j, α) 6= (j, 0) and 6= (j(q), β(q)) by F j

α, we
recover Di as defined by (1.38), whence ∂Λ

∂xi = Di`. ¤
2.26. Transfer of algebrico-differential expressions. The diffeomorphism A may be
used to translate algebrico-differential expressions fromM to (E) and vice-versa:

(2.27) IM
(
Jλ+κ+1

x,a,b Π
)←→ I(E)

(
Jλ

x,y,y1
F

)
.

Here, λ ∈ N, the letter J is used to denote jets, and I = IM or = I(E) is a polynomial or
more generally, a quotient of polynomials with respect to its jet arguments. Notice the
shift by κ+ 1 of the jet orders.

Example 2.28. Suppose n = m = 1 and κ = 1. Then F = Πxx. As an exercise, let us
compute Fx, Fy, Fy1 in terms of J3

x,a,b Π. We start with the identity

(2.29) F (x, y, y1) ≡ Πxx

(
x,A(x, y, y1), B(x, y, y1)

)
,

that we differentiate with respect to x, to y and to y1:

(2.30)

Fx = Πxxx + ΠxxaAx + ΠxxbBx,

Fy = ΠxxaAy + ΠxxbBy,

Fy1 = ΠxxaAy1 + ΠxxbBy1 .

Thus, we need to compute Ax, Ay, Ay1 , Bx, By, By1 . This is easy: it suffices to differen-
tiate the two identities that define A and B as implicit functions, namely:

(2.31)
y ≡ Π

(
x,A(x, y, y1), B(x, y, y1)

)
and

y1 ≡ Πx

(
x,A(x, y, y1), B(x, y, y1)

)

with respect to x, to y and to y1, which gives six new identities:

(2.32)

0 = Πx + ΠaAx + ΠbBx, 0 = Πxx + ΠxaAx + ΠxbBx,

1 = ΠaAy + ΠbBy, 0 = ΠxaAy + ΠxbBy

0 = ΠaAy1 + ΠbBy1 , 1 = ΠxaAy1 + ΠxbBy1 ,

and to solve each of the three linear systems of two equations located in a line, noticing
that their common determinant Πb Πxa − Πa Πxb does not vanish at the origin, since Π =
b+ xa+ O3. By elementary Cramer formulas, we get:

(2.33)





Ax =
−Πb Πxx + Πx Πxb

Πb Πxa − Πa Πxb

, Bx =
−Πx Πxa + Πa Πxx

Πb Πxa − Πa Πxb

,

Ay =
−Πxb

Πb Πxa − Πa Πxb

, By =
Πxa

Πb Πxa − Πa Πxb

,

Ay1 =
Πb

Πb Πxa − Πa Πxb

, By1 =
−Πa

Πb Πxa − Πa Πxb

.

Replacing in (2.30), no simplification occurs and we get what we wanted:

(2.34)





Fx = Πxxx +
Πxxa

[− Πb Πxx + Πx Πxb

]
+ Πxxb

[− Πx Πxa + Πa Πxx

]

Πb Πxa − Πa Πxb

,

Fy =
−Πxxa Πxb + Πxxb Πxa

Πb Πxa − Πa Πxb

,

Fy1 =
Πxxa Πb − Πxxb Πa

Πb Πxa − Πa Πxb

,

One sees DF = Fx + Πx Fy + Πxx Fy1 = Πxxx simply, as predicted by Lemma 2.22.
Second order derivatives Fxx, Fxy, Fxy1 , Fyy, Fyy1 , Fy1y1 have still reasonable complex-

ity, when expressed in terms of J4
x,a,b Π. Beyond, the computations explode.
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Open question 2.35. A second order ordinary differential equation yxx = F (x, y, yx) has
two fundamental differential invariants, namely ([Tr1896, Ca1924, GTW1989, Ol1995]):
(2.36)

I1(E1) :=
∂4F

∂y4
1

and

I2(E1) := DD
(
Fy1y1

)− Fy1 D
(
Fy1y1

)− 4 D
(
Fyy1

)
+ 6Fyy − 3Fy Fy1y1 + 4Fy1 Fyy1 .

Compute I1M1
and I2M1

.

Although the notion of diffeomorphism is clear and apparently obvious from the intu-
itive, geometric and conceptual viewpoints, in concrete applications and in explicit com-
putations, it almost never straightforward to transfer algebrico-differential objects.

Open problem 2.37. For general (E) andM, build closed combinatorial formulas exe-
cuting the double translation (2.27).

2.38. Plan for the sequel. We will endeavour a general theory showing that the study of
systems (E) and the study of submanifolds of solutions M gives complementary views
on the same object. In fact, Lie symmetries, equivalence problems, Cartan connections,
normal forms and classification lists may be endeavoured on both sides, yielding essen-
tially equivalent results, though the translation is seldom straightforward. In Section 3, 4
and 5, we review some features from the side (E), before studying some aspects from the
side ofM. A more systematic and complete approach shall appear as a monography.

§3. CLASSIFICATION PROBLEMS

3.1. Transformations of PDE systems. Through a local K-analytic change of variables
close to the identity (x, y) 7→ ϕ(x, y) =: (x′, y′), the system (E) transforms to a similar
system, with primes:

(E ′) y′jx′α(x′) = F ′jα
(
x′, y′(x′),

(
y′j(q)

x′β(q)(x
′)
)
16q6p

)
.

Example 3.2. Coming back temporarily to the notations of §1.12(II), with n = m =
κ = 1, assume that yxx = f(x, y, yx) transforms to YXX = F (X, Y, YX) through a local
diffeomorphism (x, y) 7→ (X, Y ) =

(
X(x, y), Y (x, y)

)
. How F is related to f ? By

symmetry, it suffices to compute f in terms of F , X , Y . The prolongation to J 2
1,1 of the

diffeomorphism has components ([BK1989, Me2004]):

(3.3) YX =
Yx + yx Yy

Xx + yxXy

,

and

(3.4)

YXX =
1[

Xx + yxXy

]3

(
yxx ·

∣∣∣∣
Xx Xy

Yx Yy

∣∣∣∣ +

∣∣∣∣
Xx Xxx

Yx Yxx

∣∣∣∣ +

+yx ·
{

2

∣∣∣∣
Xx Xxy

Yx Yxy

∣∣∣∣−
∣∣∣∣
Xxx Xy

Yxx Yy

∣∣∣∣
}

+

+yxyx ·
{∣∣∣∣

Xx Xyy

Yx Yyy

∣∣∣∣− 2

∣∣∣∣
Xxy Xy

Yxy Yy

∣∣∣∣
}

+

+yxyxyx ·
{
−

∣∣∣∣
Xyy Xy

Yyy Yy

∣∣∣∣
})

.
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It then suffices to replace YXX above by F (X, Y, YX) and to solve yxx:

(3.5)

yxx =
1∣∣∣∣

Xx Xy

Yx Yy

∣∣∣∣

([
Xx + yxXy

]3
F

(
X,Y,

Yx + yx Yy

Xx + yxXy

)
−

∣∣∣∣
Xx Xxx

Yx Yxx

∣∣∣∣ +

+yx ·
{
−2

∣∣∣∣
Xx Xxy

Yx Yxy

∣∣∣∣ +

∣∣∣∣
Xxx Xy

Yxx Yy

∣∣∣∣
}

+

+yxyx ·
{
−

∣∣∣∣
Xx Xyy

Yx Yyy

∣∣∣∣ + 2

∣∣∣∣
Xxy Xy

Yxy Yy

∣∣∣∣
}

+

+yxyxyx ·
{∣∣∣∣

Xyy Xy

Yyy Yy

∣∣∣∣
})

=: f(x, y, yx).

Open problem 3.6. Find general formulas expressing the F j
α in terms of F ′jα, x′i, y′j .

Conversely, given two such systems (E) and (E ′), when do they transform to each
other ? Let π′κ,p denote the projection from J ′κ+1

n,m to ∆E ′ defined by

(3.7) π′κ,p

(
x′i, y′j, y′ji1 , . . . , y

′j
i1,...,iκ+1

)
:=

(
x′i, y′j, y′j(q)β(q)

)
.

Let ϕ(κ+1) be the (κ+ 1)-th prolongation of ϕ (Section 1(II)).

Lemma 3.8. ([Ol1986, BK1989, Ol1995]) The following three conditions are equivalent:

(1) ϕ transforms (E) to (E ′);
(2) its (κ+ 1)-th prolongation ϕ(κ+1) : J κ+1

n,m → J ′κ+1
n,m maps ∆E to ∆E ′;

(3) ϕ(κ+1) : J κ+1
n,m → J ′κ+1

n,m maps ∆E to ∆E ′ and the associated map

(3.9) ΦE,E ′ := π′κ,p ◦
(
ϕ(κ+1)

∣∣
∆E

)

sends every leaf of F∆E to some leaf of F∆E′ .

Equivalence problem 3.10. Find an algorithm to decide whether two given (E) and (E ′)
are equivalent.

Élie Cartan’s widely applicable method (not reviewed here; [Ca1937, Ste1983, G1989,
HK1989, Fe1995, Ol1995]) provides an answer “in principle” to this question by reducing
to an {e}-structure an initial G-structure associated to (E). Due to the incredible size-
length-complexity of the underlying computations, this approach almost never abutes: it
is forced to incompleteness. But in fact, the main question is to classify.

Classification problem 3.11. Classify systems (E), namely provide complete lists of all
possible such equations written in simplified “normal”, easily recognizable forms.

Both problems are deeply linked to the classification of Lie algebras of local vector
fields. For n = 1, m = 1 and κ = 1, namely (E1): yxx = F (x, y, yx), Lie and Tresse
solved the two problems3. Table 7 of [Ol1986], below reproduced, describes the results.

3The author knows no complete confirmation of the Lie-Tresse classification by means of É. Cartan’s
method of equivalence.
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Symmetry group Dimension Invariant equation
(1) 0 yxx = F (x, y, yx)
(2) ∂y 1 yxx = F (x, yx)
(3) ∂x, ∂y 2 yxx = F (yx)
(4) ∂x, ex∂y 2 yxx − yx = F (yx − y)
(5) ∂x, ∂x − y∂y, x2∂x − 2xy∂y 3 yxx = 3y2

x

2y
+ cy3

(6) ∂x, x∂x − y∂y, 3 yxx = 6yyx − 4y3+
x2∂x − (2xy + 1)∂y +c(yx − y2)3/2

(7) ∂x, ∂y, x∂x + αy∂y, 3 yxx = c(yx)
α−2
α−1

α 6= 0, 1
2
, 1, 2

(8) ∂x, ∂y, x∂x + (x+ y)∂y 3 yxx = ce−yx

(9) ∂x, ∂y, y∂x, x∂y, y∂y, 8 yxx = 0
x2∂x + xy∂y, xy∂x + y2∂y

Table 1.

However, the author knows no modern reference offering a complete proof of this clas-
sification, with precise insight on the assumptions (some normal forms hold true only at
a generic point). In addition, the above Lie-Tresse list is still slightly incomplete in the
sense that it does not precise which are the conditions satisfied by F (Table 7 in [Ol1986])
insuring in the first four lines that SYM(E1) is indeed of small dimension 0, 1 or 2.

Open question 3.12. Specify some precise nondegeneracy conditions upon F in the first
four lines of Table 1.

§4. PUNCTUAL AND INFINITESIMAL LIE SYMMETRIES

4.1. Lie symmetries of (E). Let ϕ = (φ, ψ) be a diffeomorphism of Kn
x × Kn

y as
in (1.7)(II).

Definition 4.2. ([Ol1986, Ol1995, BK1989]) ϕ is a (local) Lie symmetry of (E) if it
transforms the graph of every solution of (E) into the graph of another solution.

To explain, we must pass to jet spaces. Denote the components of the (κ + 1)-th
prolongation ϕ(κ+1) : J κ+1

n,m → J κ+1
n,m by

(4.3) ϕ(κ+1) =
(
φi1 , ψj1 ,Φj

i1
,Φj

i1,i2
, . . . . . . ,Φj

i1,i2,...,iκ+1

)
.

The restriction ϕ(κ+1)
∣∣
∆E

is obtained by replacing each jet variable yj
α by F j

α, whenever
(j, α) 6= (j, 0) and 6= (j(q), β(q)), and wherever it appears4 in the Φj

i1,...,iλ
.

Let πκ,p denote the projection from J κ+1
n,m to ∆E ' Km+n+p defined by

(4.4) πκ,p

(
xi, yj, yj

i1
, . . . , yj

i1,...,iκ+1

)
:=

(
xi, yj, y

j(q)
β(q)

)
,

and introduce the map

(4.5) ϕ∆E := πκ,p ◦
(
ϕ(κ+1)

∣∣
∆E

) ≡
(
ϕ(xi, yj),Φ

j(q)
β(q)

(
xi, yj, y

j(q1)
β(q1)

))
.

Lemma 4.6. ([Ol1986, Ol1995, BK1989], [∗]) The following three conditions are equiv-
alent:

4Remind from Section 1(II) that we have not (open problem) provided a complete explicit expression of
Φj

i1,...,iλ
for general n > 1, m > 1 and λ > 1.
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(1) the diffeomorphism ϕ is a Lie symmetry of (E);
(2) ϕ(κ+1)

∣∣
∆E

sends ∆E to ∆E ;

(3) ϕ(κ+1)
∣∣
∆E

sends ∆E to ∆E and ϕ∆E = πκ,p

(
ϕ(κ+1)

∣∣
∆E

)
is a symmetry of the folia-

tion F∆E , namely it sends every leaf to some other leaf.
Then the set of Lie symmetries of (E) constitutes a local Lie (pseudo)group.

4.7. Infinitesimal Lie symmetries of (E). Let

(4.8) L =
n∑

i=1

X i(x, y)
∂

∂xi
+

m∑
j=1

Yj(x, y)
∂

∂yj
,

be a (local) vector field on Kn+m having analytic coefficients. Denote its flow by
ϕt(x, y) := exp(tL)(x, y), t ∈ K. As in Section 1(II), by differentiating the prolon-
gation (ϕt)

(κ+1) with respect to t at t = 0, we get the prolonged vector field L(κ+1) on
J κ+1

n,m , having the general form (Part II):

(4.9) L(κ+1) = L+
m∑

j=1

n∑
i1=1

Yj
i1

∂

∂yj
i1

+ · · ·+
m∑

j=1

n∑
i1,...,iκ+1=1

Yj
i1,...,iκ+1

∂

∂yj
i1,...,iκ+1

,

with known explicit expressions for the Yj
i1,...,iλ

.

Definition 4.10. L is an infinitesimal symmetry of (E) if for every small t, its time-t flow
map ϕt is a Lie symmetry of (E).

The restriction L(κ+1)
∣∣
∆E

is obtained by replacing every yj
α by F j

α in all coefficients

Yj
i1
, . . . ,Yj

i1,...,iκ+1
. Then the coefficients become functions of

(
xi1 , yj1 , y

j(q1)
β(q1)

)
only.

Lemma 4.11. ([Ol1986, Ol1995, BK1989], [∗]) The following three conditions are equiv-
alent:

(1) the vector field L is an infinitesimal Lie symmetry of (E);
(2) its (κ+ 1)-th prolongation L(κ+1) is tangent to the skeleton ∆E ;
(3) L(κ+1) is tangent to ∆E and the push-forward

(4.12) L∆E := (πκ,p)∗
(L(κ+1)

∣∣
∆E

)

is an infinitesimal symmetry of the foliation F∆E , namely for every i = 1, . . . , n,
the Lie bracket

[L∆E , Di

]
is a linear combination of {D1, . . . ,Dn}.

According to [Ol1986, BK1989, Ol1995], the set of infinitesimal Lie symmetries con-
stitutes a Lie algebra, with the property

[L(κ+1), L′(κ+1)
]

=
[L,L′](κ+1). We summarize

by a diagram.

mn∆E

mnπκ

mn∆E

mnπκ,p mnπκ,p

mnπp mnπp

mnπκ

mnL∆E

mnKn
x ×Km

y mnLmnKn
x ×Km

y

mnϕ∆E

mnϕ

mnϕ(κ+1)

mnJ κ+1
n,m mnJ κ+1

n,m mnL(κ+1)
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4.13. Sophus Lie’s algorithm. We describe the general process. Its complexity will be
exemplified in Section 5 (to be read simultaneously).

The tangency of L(κ+1) to ∆E is expressed by applying L(κ+1) to the equations 0 =
−yj

α + F j
α, which yields:

(4.14) 0 = −Yj
α +

n∑
i=1

X i ∂F
j
α

∂xi
+

n∑

l=1

Y l ∂F
j
α

∂yl
+

p∑
q=1

Y
j(q)
β(q)

∂F j
α

∂y
j(q)
β(q)

,

for (j, α) 6= (j, 0) and 6= (j(q), β(q)). Restricting a coefficient Yj
i1,...,iλ

to ∆E , namely
replacing everywhere in it each yj

α by F j
α, provides a specialized coefficient

(4.15) Ŷj
i1,...,iλ

= Ŷj
i1,...,iλ

(
xi1 , yj1 , y

j(q1)
β(q1), J

λ
x,yX i1 , Jλ

x,yYj1
)
,

that depends linearly on the λ-th jet of the coefficients ofL, as confirmed by an inspection
of Part II’s formulas. Here, we use the jet notation Jλ

x,yZ :=
(
∂α1

x ∂β1
y Z

)
|α1|+|β1|6λ

. We
thus get equations

(4.16) 0 ≡ −Ŷj
α +

n∑
i=1

X i ∂F
j
α

∂xi
+

n∑

l=1

Y l ∂F
j
α

∂yl
+

p∑
q=1

Ŷ
j(q)
β(q)

∂F j
α

∂y
j(q)
β(q)

,

involving only the variables
(
xi1 , yj1 , y

j(q1)
β(q1)

)
.

Next, we develope every such equation with respect to the powers of yj(q1)
β(q1):

(4.17) 0 ≡
∑

µ1,...,µp>0

(y
j(1)
β(1))

µ1 · · · (yj(p)
β(p))

µp Ψj
α,µ1,...,µp

(
xi1 , yj1 , Jκ+1

x,y X i1 , Jκ+1
x,y Yj1

)
.

The Ψj
α,µ1,...,µp

are linear with respect to
(
Jκ+1

x,y X i1 , Jκ+1
x,y Yj1

)
, with certain coefficients

analytic with respect to (x, y), which depend intrinsically (but in a complex manner) on
the right hand sides F j

α.

Proposition 4.18. The vector field L is an infinitesimal Lie symmetry of (E) if and only if
its coefficients X i1 , Yj1 satisfy the linear PDE system:

(4.19) 0 = Ψj
α,µ1,...,µp

(
xi1 , yj1 , Jκ+1

x,y X i1 , Jκ+1
x,y Yj1

)

for all (j, α) 6= (j, 0) and 6= (j(q), β(q)) and for all (µ1, . . . , µp) ∈ Np.

In all known instances, a finite number of these equations suffices.

Example 4.20. With n = m = κ = 1, a second prolongation L(2) = X ∂
∂x

+ Y ∂
∂y

+

Y1
∂

∂y1
+ Y2

∂
∂y2

is tangent to the skeleton 0 = −y2 + F (x, y, y1) of (E1) if and only if
0 = −Y2 + X Fx + Y Fy + Y1 Fy1 , or, developing:

(4.21)





0 = −Yxx +
[− 2Yxy + Xxx

]
y1 +

[− Yyy + 2Xxy

]
(y1)

2 +
[Xyy

]
(y1)

3+

+
[− Yy + 2Xx

]
F +

[
3Xy

]
y1 F +

[X ]
Fx +

[Y]
Fy+

+
[Yx

]
Fy1 +

[Yy −Xx

]
y1 Fy1 +

[−Xy

]
(y1)

2 Fy1 .

Developing F =
∑

k>0 (y1)
k Fk(x, y), we may obtain equations (4.19).

§5. EXAMPLES

5.1. Second order ordinary differential equation. Pursuing the study of (E1), according
to Section 7 below, we may assume that F = O(yx), or equivalently F (x, y, 0) ≡ 0.
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Convention 5.2. The letters R will denote various functions of (x, y, y1), changing with
the context. Similarly, r = r(x, y), excluding the pure jet variable y1. Hence, symboli-
cally:

(5.3) R = r + y1 r + (y1)
2 r + (y1)

3 r + · · · .
So the skeleton is

(5.4) y2 = F (x, y, y1) = y1 R = y1 r + (y1)
2 r + (y1)

3 r + · · · .
Applying L(2), see (2.3)(II) for its expression, we get:

(5.5) 0 = −Y2 + X Fx + Y Fy + Y1 Fy1 .

Observe that Fx = (y1 R)x = r y1 + r (y1)
2 + · · · and similarly for Fy, but that (y1 R)y1 =

r + r y1 + r (y1)
2 + · · · . Inserting above Y1, Y2 given by (2.6)(II), replacing y2 by y1 R and

computing mod (y1)
4, we get:

(5.6)

0 ≡− Yxx +
[− 2Yxy + Xxx

]
y1 +

[− Yyy + 2Xxy

]
(y1)

2 +
[Xyy

]
(y1)

3+

+
[− Yy + 2Xx

] (
y1 r + (y1)

2 r + (y1)
3 r

)
+

[
3Xy

] (
(y1)

2 r + (y1)
3 r

)
+

+
[X ] (

y1 r + (y1)
2 r + (y1)

3 r
)

+
[Y] (

y1 r + (y1)
2 r + (y1)

3 r
)
+

+
[Yx

] (
r + y1 r + (y1)

2 r + (y1)
3 r

)
+

+
[Yy −Xx

] (
y1 r + (y1)

2 r + (y1)
3 r

)
+

[−Xy

] (
(y1)

2 r + (y1)
3 r

)
.

We gather the powers cst., y1, (y1)
2 and (y1)

3, equating their coefficients to 0:

(5.7)

0 = −Yxx + P
(Yx

)
,

0 = −2Yxy + Xxx + P
(Yy,Xx,X ,Y ,Yx

)
,

0 = −Yyy + 2Xxy + P
(Yy,Xx,Xy,X ,Y ,Yx

)
,

0 = Xyy + P
(Yy,Xx,Xy,X ,Y ,Yx

)

Convention 5.8. The letter P will denote various linear combinations of some precise
partial derivatives of X , Y which have analytic coefficients in (x, y).

By cross-differentiations and substitutions in the above system, all third, fourth, fifth,
etc. order derivatives of X ,Y may be expressed as P

(X ,Y ,Xx,Xy,Yx,Yy,Yxy,Yyy

)
.

Proposition 5.9. An infinitesimal Lie symmetryX ∂
∂x

+Y ∂
∂y

of (E1) is uniquely determined
by the eight initial Taylor coefficients:

(5.10) X (0), Y(0), Xx(0), Xy(0), Yx(0), Yy(0), Yxy(0), Yyy(0).

The bound dim SYM(E1) 6 8 is attained with F = 0, whence all P = 0 and

(5.11)





A := ∂y, E := y ∂y,

B := ∂x, F := y ∂x,

C := x ∂y, G := xx ∂x + xy ∂y,

D := x ∂x, H := xy ∂x + yy ∂y.

are infinitesimal generators of the group PGL3(K) = Aut(P2(K)) of projective transfor-
mations

(5.12) (x, y) 7→
(
αx+ βy + γ

λx+ µy + ν
,
δx+ ηy + ε

λx+ µy + ν
,

)

stabilizing the collections of all affine lines of K2, namely the solutions of the model
equation yxx = 0. The model Lie algebra pgl3(K) ' sl3(K) is simple.
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Theorem 5.13. The bound dim SYM(E1) 6 8 is attained if and only if (E1) is equiva-
lent, through a diffeomorphism (x, y) 7→ (X, Y ), to YXX = 0.

Proof. The statement is well known ([Lie1883, EL1890, Tr1896, Se1931, Ca1932a,
Ol1986, HK1989, Ib1992, Ol1995, Sh1997, Su2001, N2003, Me2004]). We provide a
(new?) proof which has the advantage to enjoy direct generalizations to all PDE systems
whose model Lie algebras are semisimple, for instance (E2), (E3) and (E5).

The Lie brackets between the eight generators (5.11) are:

A B C D E F G H

A 0 0 0 0 A B C D + 2E
B 0 0 A B 0 0 E + 2D F
C 0 −A 0 −C C D − E 0 G
D 0 −B C 0 0 −F G 0
E −A 0 −C 0 0 F 0 H
F −B 0 −D + E F −F 0 H 0
G −C −E − 2D 0 −G 0 H 0 0
H −D − 2E −F −G 0 −H 0 0 0

Table 2.

Assuming that dim SYM(E1) = 8, taking account of (5.7), after making some linear
combinations, there must exist eight generators of the form

(5.14)





A′ := ∂y + O(1), E ′ := y ∂y + O(2),

B′ := ∂x + O(1), F ′ := y ∂x + O(2),

C ′ := x ∂y + O(2), G′ := xx ∂x + xy ∂y + O(3),

D′ := x ∂x + O(2), H ′ := xy ∂x + yy ∂y + O(3).

To insure that the Lie brackets between these vector fields are small perturbations of the
model ones, we can in advance replace (x, y) by (εx, εy), so that yxx = ε F

(
εx, εy, yx

)
is an O(ε), hence all the remainders O(1), O(2) and O(3) above are also O(ε). It follows
that the structure constants for A′, . . . , H ′ are ε-close to those of Table 2.

Theorem 5.15. ([OV1994]) Every semisimple Lie algebra over R or C is rigid: small
deformations of the structure constants just give isomorphic Lie algebras.

Consequently, there exists a change of basis close to the identity leading to new gener-
ators A′′, B′′, . . . , G′′, H ′′ having exactly the same structure constants as in Table 2. Then
A′′(0) and B′′(0) are still linearly independent. Since

[
A′′, B′′] = [A,B] = 0, there

exist local coordinates (X,Y ) centered at 0 in which A′′ = ∂X and B′′ = ∂Y . Since[
A′′, C ′′

]
= [A,C] = 0 and

[
B′′, C ′′

]
= [B,C] = A, it follows that C ′′ = X∂Y . The

tangency to 0 = −Y2 + F (X, Y, Y1) (with F (0) = 0) of
(
∂X

)(2)
= ∂X , of

(
∂Y

)(2)
= ∂Y

and of
(
X∂Y

)(2)
= X∂Y + ∂Y1 yields F = 0. ¤

Open question 5.16. Does this proof generalize to yxκ+1 = F
(
x, y, yx, . . . , yxκ

)
?

5.17. Complete system of second order. We now summarize a generalization to (E2).
According to Section 7 below, one may assume that the submanifold of solutions is
y = b +

∑n
i=1 a

i
[
xi + O(|x|2) + O(a) + O(b)

]
, whence yxi1xi2 = Fi1,i2

(
xi, y, yxk

)
with F (x, y, 0) ≡ 0. Applying to the skeleton 0 = −yi1,i2 + Fi1,i2

(
xi, y, yk

)
a second
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prolongation L(2) having coefficients Yi1 given by (3.9)(II) and Yi1,i2 given by (3.20)(II),
we get

(5.18) 0 = −Yi1,i2 +
n∑

k=1

[X k
]∂Fi1,i2

∂xk
+

[Y]∂Fi1,i2

∂y
+

n∑

k=1

[
Yk

]∂Fi1,i2

∂yk

.

Replacing yi1,i2 everywhere by Fi1,i2 = y1 R + · · · + yn R, developping in powers of the
pure jet variables yl and picking the coefficients of cst., of yk, of (yk)

2 and of (yk)
3, we

get the linear system

(5.19)





Yxi1xi2 = P
(Yxl

)

δk
i1
Yxi2y + δk

i2
Yxi1y −X k

xi1xi2 = P
(Yy,X l2

xl1
,X l,Y ,Yxl

)

δk,k
i1,i2
Yyy − δk

i1
X k

xi2y − δk
i2
X k

xi1y = P
(Yy,X l2

xl1
,X l

y,X l,Y ,Yxl

)

δk,k
i1,i2
X k

yy = P
(Yy,X l2

xl1
,X l

y,X l,Y ,Yxl

)
,

upon which obvious linear combinations yield a known generalization of Proposition 5.9.

Proposition 5.20. ([Su2001, GM2003a]) An infinitesimal Lie symmetry
∑n

k=1 X k ∂
∂xk +

Y ∂
∂y

is uniquely determined by the n2 + 4n+ 3 initial Taylor coefficients:

(5.21) X l(0), Y(0), X l2
xl1

(0), X l
y(0), Yxl(0), Yy(0), Yxly(0), Yyy(0).

The bound dim SYM(E2) 6 n2 +4n+3 is attained with Fi1,i2 = 0, whence all P = 0
and

(5.22)





A := ∂y, E := y ∂y,

Bi := ∂xi , Fi := y ∂xi ,

Ci := xi ∂y, Gi := xi
(
x1 ∂x1 + · · ·+ xn ∂xn + y ∂y

)
+ xy ∂y,

Di,k := xi ∂xk , H := y
(
x1 ∂x1 + · · ·+ xn ∂xn + y ∂y

)
.

are infinitesimal generators of the group PGLn+2(K) = Aut(Pn+1(K)) of projective
transformations

(5.23) (x, y) 7→
(
α1x

1 + · · ·+ αnx
n + βy + γ

λ1x1 + · · ·+ λnxn + µy + ν
,

δ1x
1 + · · ·+ δnx

n + ηy + ε

λ1x1 + · · ·+ λnxn + µy + ν
,

)

stabilizing the collections of all affine planes of Kn+1, namely the solutions of the model
equation yxi1xi2 = 0. The model Lie algebra pgln+2(K) ' sln+2(K) is simple, hence
rigid.

Theorem 5.24. The bound dim SYM(E2) 6 n2 + 4n + 3 is attained if and only if (E2)
is equivalent, through a diffeomorphism (xi, y) 7→ (Xk, Y ), to YXk1Xk2 = 0.

The proof, similar to that of Theorem 5.13, is skipped.
The study of (E3) also leads to the model algebra pgln+2(K) ' sln+2(K) and an analog

to Theorem 5.13 holds. Details are similar.

§6. TRANSFER OF LIE SYMMETRIES TO THE PARAMETER SPACE

6.1. Stabilization of foliations. As announced in §2.38, we now transfer the theory of
Lie symmetries to submanifolds of solutions.

Restarting from §4.1, let ϕ a Lie symmetry of (E), namely ϕ∆E stabilizes F∆E . The
diffeomorphism A defined by (2.9) transforms Fv to F∆E . Conjugating, we get the self-
transformation A−1 ◦ ϕ∆E ◦ A of the (x, a, b)-space that must stabilize also the foliation
Fv. Equivalently, it must have expression:

(6.2)
[
A−1 ◦ ϕ∆E ◦ A

]
(x, a, b) =

(
θ(x, a, b), f(a, b), g(a, b)

) ∈ Kn ×Kp ×Km,
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where, importantly, the last two components are independent of the coordinate x, because
the leaves of Fv are just {a = cst., b = cst}.
Lemma 6.3. To every Lie symmetry ϕ of (E), there corresponds a transformation of the
parameters

(6.4) (a, b) 7−→ (
f(a, b), g(a, b)

)
=: h(a, b)

meaning that ϕ transforms the local solution ya,b(x) := Π(x, a, b) to the local solution
yh(a,b)(x) = Π(x, h(a, b)).

Unfortunately, the expression of A−1 ◦ ϕ∆E ◦ A does not clearly show that f and g are
independent of x. Indeed, reminding the expressions of A and of Φ, we have:

(6.5) ϕ∆E ◦ A(x, a, b) =
(
ϕ(x,Π(x, a, b)),Φ

j(q)
β(q)

(
xi1 ,Πj1(x, a, b),Π

j(q1)

xβ(q1)(x, a, b)
))
.

To compose with A−1 whose expression is given by (2.21), it is useful to split ϕ =
(φ, ψ) ∈ Kn ×Km, so above we write

(6.6) ϕ(x,Π(x, a, b)) =
(
φ(x,Π(x, a, b)), ψ(x,Π(x, a, b))

)
,

and finally, droping the arguments:

(6.7)
[
A−1 ◦ ϕ∆E ◦ A

]
(x, a, b) =

(
φi, Aq

(
φi1 , ψj1 ,Φ

j(q1)
β(q1)

)
, Bj

(
φi1 , ψj1 ,Φ

j(q1)
β(q1)

))
.

In case (E) = (E1), is an exercise to verify by computations that the Aq(·) and Bj(·)
are independent of x. In general however, the explicit expression of Φj

i1,...,iλ
is unknown.

Unfortunately also, nothing shows how
(
f(a, b), g(a, b)

)
is uniquely associated to ϕ(x, y).

Further explanations are needed.

6.8. Determination of parameter transformations. At first, we state a geometric refor-
mulation of the preceding lemma.

Lemma 6.9. Every Lie symmetry (x, y) 7→ ϕ(x, y) of (E) induces a local K-analytic
diffeomorphism

(6.10) (x, y, a, b) 7−→ (
ϕ(x, y), h(a, b)

)

of Kn
x ×Km

y ×Kp
a ×Km

b that maps to itself the associated submanifold of solutions

(6.11) ME =
{
(x, y, a, b) : y = Π(x, a, b)

}
.

Proof. In fact, we know that the n-dimensional leaf
{(
x,Π(x, a, b)

)
: x ∈ Kn

}
is sent{(

x,Π(x, h(a, b))
)

: x ∈ Kn
}

. ¤

Equivalently, setting c := (a, b) and writing (ϕ, h) = (φ, ψ, h), we have ψ = Π(φ, h)
when y = Π(x, c), namely

(6.12) ψ(x,Π(x, c)) ≡ Π
(
φ(x,Π(x, c)), h(c)

)

Proposition 6.13. There exists a universal rational map Ĥ such that

(6.14) h(c) ≡ Ĥ
(
Jκ+1

x,a,b Π(x, c), Jκ
x,yϕ(x,Π(x, c))

)

This shows unique determination of h from ϕ, given (E) or equivalently, given Π.
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Proof. Differentiating a function χ(x,Π(x, c)) with respect to xk, k = 1, . . . , n, corre-
sponds to applying to χ the vector field

(6.15) Lk :=
∂

∂xk

+
m∑

j=1

∂Πj

∂xk

(x, c)
∂

∂yj
, k = 1, . . . , n.

Thus, applying Lk to the m scalar equations (6.12), we get

(6.16) Lk ψ
j =

n∑

l=1

∂Πj

∂xl
Lk φ

l,

for 1 6 k 6 n and 1 6 j 6 m. It follows from the assumption that ϕ is a local
diffeomorphism that det

(
Lk φ

l(0)
)16l6n

16k6n
6= 0 also. So we may solve the first derivatives

Πx above: there exist universal polynomials Sj
l such that

(6.17)
∂Πj

∂xl
=

Sj
l

({
Lk′ ϕ

i′
}16i′6n+m

16k′6n

)

det
(
Lk′ φl′

)16l′6n

16k′6n

.

Again, we apply the Lk to these equations, getting, thanks to the chain rule:

(6.18)
n∑

l2=1

∂2Πj

∂xl1xl2
Lk φ

l2 =
Rj

l1,k

({
Lk′1Lk′2ϕ

i′
}16i′6n+m

16k′1,k′26n

)

[
det

(
Lk′ φl′

)16l′6n

16k′6n

]2 .

Here, Rj
l1,k are universal polynomials. Solving the second derivatives Πj

xl1xl2
, we get

(6.19)
∂2Πj

∂xl1xl2
=

Sj
l1,l2

({
Lk′1Lk′2ϕ

i′
}16i′6n+m

16k′1,k′26n

)

[
det

(
Lk′ φl′

)16l′6n

16k′6n

]3 .

By induction, for every β ∈ Nn:

(6.20)
∂|β|Πj

∂xβ
=

Sj
β

({
Lβ′ϕi′

}16i′6n+m

|β′|6|β|

)

[
det

(
Lk′ φl′

)16l′6n

16k′6n

]2|β|+1
,

where Sj
β are universal polynomials. Here, for β′ ∈ Nn, we denote by Lβ′ the derivation

of order |β′| defined by (L1)
β′1 · · · (Ln)β′n .

Next, thanks to the assumption thatM is solvable with respect to the parameters, there
exist integers j(1), . . . , j(p) with 1 6 j(q) 6 m and multiindices β(1), . . . , β(p) ∈ Nn

with |β(q)| > 1 and max16q6p |β(q)| = κ such that the local K-analytic map

(6.21) Kp+m 3 c 7−→
(

(
Πj(0, c)

)16j6m
,

(
∂|β(q)|Πj(q)

∂xβ(q)
(0, c)

)

16q6p

)
∈ Kp+m

has rank p+m at c = 0. We then consider in (6.20) only the (p+m) equations written for
(j, 0), (j(q), β(q)) and we solve h(c) by means of the analytic implicit function theorem:
(6.22)

h = Ĥ


φ,

S
j(1)
β(1)

({
Lβ′ϕi′

}16i′6n+m

|β′|6|β(1)|

)

det
[(

Lk′ φl′
)16l′6n

16k′6n

]2|β(1)|+1
, . . . ,

S
j(p)
β(p)

({
Lβ′ϕi′

}16i′6n+m

|β′|6|β(p)|

)

det
[(

Lk′ φl′
)16l′6n

16k′6n

]2|β(p)|+1


 .
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Finally, by developping every derivative Lβ′ϕi′ (including Lk′φ
l′ as a special case), taking

account of the fact that the coefficients of the Lk′ depend directly on Π, we get some
universal polynomial Pβ′

(
J
|β′|+1
x Π, J

|β′|
x,y ϕi′

)
. Inserting above, we get the map Ĥ. ¤

6.23. Pseudogroup of twin transformations. The previous considerations lead to intro-
ducing the following.

Definition 6.24. By Gv,p, we denote the infinite-dimensional (pseudo)group of local K-
analytic diffeomorphisms

(6.25) (x, y, a, b) 7−→ (
ϕ(x, y), h(a, b)

)

that respect the separation between the variables and the parameters.

A converse to Lemma 6.3 holds.

Lemma 6.26. LetM be a submanifold y = Π(x, a, b) that is solvable with respect to the
parameters (a, b). If a local K-analytic diffeomorphism (x, y, a, b) 7−→ (

ϕ(x, y), h(a, b)
)

of Kn
x ×Km

y ×Kp
a×Km

b belonging to Gv,p sendsM toM, then (x, y) 7→ ϕ(x, y) is a Lie
symmetry of the PDE system EM associated toM.

Proof. In fact, since (ϕ, h) respects the separation of variables and stabilizes M, it re-
spects the fundamental pair of foliations

(
Fv, Fp

)
, namely {(a, b) = (a0, b0)} ∩ M is

sent to {(a, b) = h(a0, b0)} ∩ M and {(x, y) = (x0, y0)} ∩ M is sent to {(x, y) =
ϕ(x0, y0)} ∩M. Hence ϕ∆EM

also stabilizes F∆E . ¤

Corollary 6.27. Through the one-to-one correspondence (E) ←→ M of Proposi-
tion 2.17, Lie symmetries of (E) correspond to elements of Gv,p which stabilizeM.

Definition 6.28. Let Autv,p(M) denote the local (pseudo)group of (ϕ, h) ∈ Gv,p stabiliz-
ingM. Let Lie(E) denote the local (pseudo)group of Lie symmetries of (E).

In summary:

(6.29) Lie(E) ' Autv,p
(M(E)

)
and Autv,p(M) ' Lie

(EM
)
.

6.30. Transfer of infinitesimal Lie symmetries. Let L ∈ SYM(E), i.e. L∆E is tangent
to ∆E . Through the diffeomorphism A, the push-forward of L∆E must be of the form

(6.31) A−1
∗ (L∆E ) =

n∑

k=1

Θi(x, a, b)
∂

∂xi
+

p∑
q=1

F q(a, b)
∂

∂aq
+

m∑
j=1

Gj(a, b)
∂

∂bj
,

where the last two families of K-analytic coefficients F q and Gj depend only on (a, b).

Lemma 6.32. To every infinitesimal symmetry L of (E), we can associate an infinitesimal
symmetry

(6.33) L∗ :=

p∑
q=1

F q(a, b)
∂

∂aq
+

m∑
j=1

Gj(a, b)
∂

∂bj

of the space of parameters which tells how the flow of L acts infinitesimally on the leaves
of F∆E . Furthermore, L+ L∗ is tangent to the submanifold of solutionsM(E).

Considering the flow of L+ L∗ reduces these assertions and the next to the arguments
of the preceding paragraphs. So we summarize.



LIE SYMMETRIES AND CR GEOMETRY 21

Lemma 6.34. Let M be a submanifold y = Π(x, a, b) that is solvable with respect to
the parameters (a, b). If a vector field that respects the separation between variables and
parameters, namely of the form
(6.35)

L+ L∗ =
n∑

i=1

X i(x, y)
∂

∂xi
+

m∑
j=1

Yj(x, y)
∂

∂yj
+

p∑
q=1

F q(a, b)
∂

∂aq
+

m∑
j=1

Gj(a, b)
∂

∂bj

is tangent toM, then L is an infinitesimal Lie symmetry of
(EM

)

Corollary 6.36. Through the one-to-one correspondence (E) ←→ M of Proposi-
tion 2.17, infinitesimal Lie symmetries of (E) correspond to vector fields L + L∗ tangent
toM.

Definition 6.37. Let SYM(M) denote the Lie algebra of vector fields L + L∗ tangent
toM. Let SYM(E) denote the Lie algebra of infinitesimal Lie symmetries of (E).

In summary:

(6.38) SYM(E) ' SYM
(M(E)

)
and SYM

(M) ' SYM
(EM

)
.

6.39. Dual defining equations. As in §2.10, letM ⊂ Kn
x × Km

y × Kp
a × Km

b given by
0 = −yj + Πj(x, a, b) and assume if to be solvable with respect to the parameters. In
particular, we can solve the bj , obtaining dual defining equations

(6.40) bj = Π∗j(a, x, y), j = 1, . . . ,m,

for some local K-analytic map map Π∗ = (Π∗1, . . . ,Π∗m) satisfying

(6.41) b ≡ Π∗(a, x,Π(x, a, b)
)

and y ≡ Π
(
x, a,Π∗(a, x, y)

)
.

6.42. An algorithm for the computation of SYM(M). The tangency to M is ex-
pressed by applying the vector field (6.35) to 0 = −yj + Πj(x, a, b), which yields:

(6.43)

0 = −Yj(x, y) +
n∑

i=1

X i(x, y) Πj
xi(x, a, b) +

p∑
q=1

F q(a, b) Πj
aq(x, a, b)

+
m∑

l=1

Gl(a, b) Πj
bl(x, a, b),

for j = 1, . . . ,m and for (x, y, a, b) ∈ M. In fact, after replacing the variable y by
Π(x, a, b), these equations should be interpreted as power series identities in K{x, a, b}.

Denote by ∆(x, a, b) the determinant of the (invertible) matrix
(
Πj

bl(x, a, b)
)
16l,j6m

and by D(x, a, b) its matrix of cofactors, so that Π−1
b = [∆]−1D. Hence we can solve G

from (6.43):
(6.44)




G(a, b) ≡ D(x, a, b)

∆(x, a, b)

[
Y(
x,Π(x, a, b)

)−
n∑

i=1

X i
(
x,Π(x, a, b)

)
Πxi(x, a, b)−

−
p∑

q=1

F q(a, b) Πaq(x, a, b)

]
.
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Next, we aim to solve the F q(a, b). Consequently, we gather all the other terms in the
brackets as Ψ0

(
J1

x,a,bΠ,X ,Y
)
:

(6.45) G(a, b) ≡ D(x, a, b)

∆(x, a, b)

[
−

p∑
q=1

F q(a, b) Πaq(x, a, b)

]
+

Ψ0

(
J1

x,a,bΠ,X ,Y
)

∆(x, a, b)
.

Here, Ψ0 is linear with respect to (X ,Y), with polynomial coefficients of degree one in
J1

x,a,bΠ.
Next, for k = 1, . . . , n, we differentiate this identity with respect to xk. Then G(a, b)

disappears and we chase the denominator ∆2:

(6.46)





0 ≡ [∆D]

[
−

p∑
q=1

F q(a, b) Πaqxk(x, a, b)

]
+

+ [∆Dxk
−∆xk

D]

[
−

p∑
q=1

F q(a, b) Πaq(x, a, b)

]
+

+ Ψk

(
J2

x,a,bΠ, J
1
x,yX , J1

x,yY
)
.

The Ψk are linear with respect to (J1
x,yX , J1

x,yY), with polynomial coefficients in J2
x,a,bΠ.

Then we further differentiate with respect to x and by induction, for every β ∈ Nn, we
get:

(6.47)





0 ≡ [∆D]

[
−

p∑
q=1

F q(a, b) Πaqxβ(x, a, b)

]
+

+
∑

|β1|<|β|
Dβ,β1

(
J |β1|+1Π

)
[
−

p∑
q=1

F q(a, b) Πaqxβ1 (x, a, b)

]
+

+ Ψβ

(
J
|β|+1
x,a,b Π, J |β|x,yX , J |β|x,yY),

where the expressions Dβ,β1 are certain m ×m matrices with polynomial coefficients in
the jet J |β1|+1

x,a,b Π, and where the terms Ψβ

(
J
|β|+1
x,a,b Π, J

|β|
x,yX , J |β|x,yY

)
are linear with respect

to
(
J
|β|
x,yX , J |β|x,yY

)
, with polynomial coefficients in J |β|+1

x,a,b Π.
Writing these identity for (j, β) = (j(q), β(q)), q = 1, . . . , p, reminding

max16q6p |β(q)| = κ, it follows from the assumption of solvability with respect
to the parameters (a boring technical check is needed) that we may solve

(6.48) F q(a, b) ≡ Φq
(
Jκ+1

x,a,bΠ(x, a, b), Jκ
x,yX (x,Π(x, a, b)), Jκ

x,yY(x,Π(x, a, b))
)
,

for q = 1, . . . , p, where each local K-analytic function Φq is linear with respect to
(JκX , JκY) and rational with respect to Jκ+1Π, with denominator not vanishing at
(x, a, b) := (0, 0, 0).

Pursuing, we differentiate (6.48) with respect to xl for l = 1, . . . , n. Then F q(a, b)
disappears and we get:

(6.49) 0 ≡ Φq,l

(
Jκ+2

x,a,bΠ(x, a, b), Jκ+1
x,y X (x,Π(x, a, b)), Jκ+1

x,y Y(x,Π(x, a, b))
)
,

for 1 6 q 6 p and 1 6 l 6 n. In (6.46), we then replace the functions F q by their values
Φq:

(6.50) 0 ≡ Ψk,j

(
Jκ+1

x,a,bΠ(x, a, b), Jκ
x,yX (x,Π(x, a, b)), Jκ

x,yY(x,Π(x, a, b))
)
,

for 1 6 k 6 n and 1 6 j 6 m. Then we replace the variable b by Π∗(a, x, y) in the
two obtained systems (6.49) and (6.50); taking account of the functional identity y ≡
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Π
(
x, a,Π∗(a, x, y)

)
written in (6.41), we get

(6.51)

{
0 ≡ Φq,l

(
Jκ+2

x,a,bΠ(x, a,Π∗(a, x, y)), Jκ+1
x,y X (x, y), Jκ+1

x,y Y(x, y)
)
,

0 ≡ Ψk,j

(
Jκ+1

x,a,bΠ(x, a,Π∗(a, x, y)), Jκ
x,yX (x, y), Jκ

x,yY(x, y)
)
.

Finally, we develope these equations in power series with respect to a:

(6.52)





0 ≡
∑

γ∈Np

aγ Φq,l,γ

(
x, y, Jκ+1

x,y X (x, y), Jκ+1
x,y Y(x, y)

)
,

0 ≡
∑

γ∈Np

aγ Ψk,j,γ

(
x, y, Jκ

x,yX (x, y), Jκ
x,yY(x, y)

)
,

where the terms Φq,l,γ and Ψk,j,γ are linear with respect to the jets of X , Y .

Proposition 6.53. A vector field (6.35) belongs to SYM(M) if and only if X i,Yj satisfy
the linear PDE system

(6.54)

{
0 ≡ Φq,l,γ

(
x, y, Jκ+1

x,y X (x, y), Jκ+1
x,y Y(x, y)

)
,

0 ≡ Πk,j,γ

(
x, y, Jκ

x,yX (x, y), Jκ
x,yY(x, y)

)
,

where 1 6 q 6 p, 1 6 l 6 n, 1 6 k 6 n and γ ∈ Np. Then F q defined by (6.48) and Gj

defined by (6.45) are independent of x.

This provides a second algorithm, essentially equivalent to Sophus Lie’s.

Example 6.55. For yxx(x) = F (x, y(x), yx(x)), the first line of (6.54) is (the second one
is redundant):
(6.56)




0 ≡ X [−ΠxaΠxxxΠb + ΠaΠxbΠxxx − ΠxΠxxaΠxb + ΠxaΠxΠxxb +

+ΠxxaΠxxΠb − ΠaΠxxbΠxx] +

+ Y [−ΠxaΠxxb + ΠxxaΠxb] +

+ Xx [−2ΠxxΠxaΠb + 2ΠxxΠaΠxb + ΠxΠbΠxxa − ΠxΠaΠxxb] +

+ Yx [−ΠbΠxxa + ΠaΠxxb] +

+ Xy

[−3ΠxΠxxΠxaΠb + 3ΠxΠaΠxxΠxb + (Πx)
2ΠbΠxxa − (Πx)

2ΠaΠxxb

]
+

+ Yy [ΠxxΠbΠxa − ΠxxΠaΠxb − ΠxΠbΠxxa + ΠxΠaΠxxb] +

+ Xxx [−ΠxΠbΠxa + ΠxΠaΠxb] +

+ Xxy

[−2(Πx)
2ΠbΠxa + 2(Πx)

2ΠaΠxb

]
+

+ Xy2

[−(Πx)
3ΠbΠxa + (Πx)

3ΠaΠxb

]
+

+ Yxx [ΠbΠxa − ΠaΠxb] +

+ Yxy [2ΠxΠbΠxa − 2ΠxΠaΠxb] +

+ Yy2

[
(Πx)

2ΠbΠxa − (Πx)
2ΠaΠxb

]
.

We observe the similarity with (4.19): the expression is linear in the partial derivatives of
X , Y of order 6 2, but the coefficients in the equation above are more complicated. In
fact, after dividing by −Πb Πxa + Πa Πxb, this equation coincides with (4.21), thanks to
Πx = y1 and to the formulas (2.34) for Fx, Fy, Fy1 .
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6.57. Infinitesimal CR automorphisms of generic submanifolds. If the system (E) is
associated to the complexificationM = (M)c of a generic M ⊂ Cn+m as in §1.16, then
a = (z̄)c = ζ , b = (w̄)c = ξ, and the vector field L∗ associated to an infinitesimal Lie
symmetry

(6.58) L =
n∑

i=1

X i(z, w)
∂

∂zi
+

m∑
j=1

Yj(z, w)
∂

∂wj

of (E) is simply the complexification L of its conjugate L, namely

(6.59) L∗ = L =
n∑

i=1

X i
(ζ, ξ)

∂

∂ζ i
+

m∑
j=1

Yj
(ζ, ξ)

∂

∂ξj
.

Then the sum L + L is tangent to M and its flow stabilizes the two invariant fo-
liations, obtained by intersecting M by {(z, w) = cst.} or by {(ζ, ξ) = cst.}.
In [Me2005a, Me2005b], these two foliations, denoted F , F , are called (conjugate)
Segre foliations, since its leaves are the complexifications of the (conjugate) classi-
cal Segre varieties ([Se1931, Pi1975, Pi1978, We1977, DW1980, BJT1985, DF1988,
BER1999, Su2001, Su2002, Su2003, GM2003a]) associated to M , viewed in its ambient
space Cn+m. The next definition is also classical ([Be1979, Lo1981, EKV1985, Kr1987,
KV1987, Be1988, Vi1990, St1996, Be1997, BER1999, Lo2002, FK2005a, FK2005b]):

Definition 6.60. By hol(M) is meant the Lie algebra of local holomorphic vector fields
L =

∑n
i=1 X i(z, w) ∂

∂zi +
∑m

j=1 Yj(z, w) ∂
∂wj whose real flow exp

(
tL)

(z, w) induces
one-parameter families of local biholomorphic transformations of Cn+m stabilizing M .
Equivalently,

(6.61) 2 ReL = L+ L
is tangent to M . Again equivalently, L+ L is tangent toM = M c.

Then obviously hol(M) is a real Lie algebra.

Theorem 6.62. ([Ca1932a, BER1999, GM2004]) The complexification hol(M)⊗C iden-
tifies with SYM

(E(M c)
)
. Furthermore, if M is finitely nondegenerate and minimal at

the origin, both are finite-dimensional and hol(M) is totally real in SYM
(E(M c)

)
.

The minimality assumption is sometimes presented by saying that the Lie algebra gen-
erated by T cM generates TM at the origin ([BER1999]). However, it is more natural
to proceed with the fundamental pair of foliations associated toM ([Me2001, GM2004,
Me2005a, Me2005b]). Anticipating Sections 10 and 11 to which the reader is referred,
we set.

Definition 6.63. A real analytic generic submanifold M ⊂ Cn+m is minimal at one of its
points p if the fundamental pair of foliations of its complexificationM is covering at p
(Definition 10.17).

Further informations may be found in Section 10. We conclude by formulating appli-
cations of Theorems 5.13 and 5.24.

Corollary 6.64. The bound dim hol(M) 6 8 for a Levi nondegenerate hypersurface
M ⊂ C2 is attained if and only if it is locally biholomorphic to the sphere S3 ⊂ C2.

Corollary 6.65. The bound dim hol(M) 6 n2 + 4n + 3 for a Levi nondegenerate hy-
persurface M ⊂ Cn+1 is attained if and only if it is locally biholomorphic to the sphere
S2n+1 ⊂ Cn+1.
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§7. EQUIVALENCE PROBLEMS AND NORMAL FORMS

7.1. Equivalences of submanifolds of solutions. As in §3.1, let (E) and (E ′) be two PDE
systems and assume that ϕ transforms (E) to (E ′). Defining A′ similarly as A, it follows
that

(7.2) A′−1 ◦ ΦE,E ′ ◦ A(x, a, b) ≡ (
θ(x, a, b), f(a, b), g(a, b)

)
=: (x′, a′, b′)

transforms Fv to F′v, hence induces a map (a, b) 7→ (a′, b′). The arguments of Section 6
apply here with minor modifications to provide two fundamental lemmas.

Lemma 7.3. Every equivalence (x, y) 7→ (x′, y′) between to PDE systems (E) and (E ′)
comes with an associated transformation (a, b) 7→ (a′, b′) of the parameter spaces such
that

(7.4) (x, y, a, b) 7−→ (x′, y′, a′, b′)

is an equivalence between the associated submanifolds of solutionsM(E) →M′
(E ′).

Conversely, let M and M′ be two submanifolds of Kn
x × Km

y × Kp
a × Km

b and of
Kn

x′ × Km
y′ × Kp

a′ × Km
b′ represented by y = Π(x, a, b) and by y′ = Π′(x′, a′, b′), in the

same dimensions. Assume both are solvable with respect to the parameters.

Lemma 7.5. Every equivalence

(7.6) (x, y, a, b) 7−→ (
ϕ(x, y), h(a, b)

)

between M and M′ belonging to Gv,p induces by projection the equivalence (x, y) 7→
ϕ(x, y) between the associated PDE systems

(EM
)

and
(E ′M′

)
.

7.7. Classification problems. Consequently, classifying PDE systems under point trans-
formations (Section 3) is equivalent to the following.

Equivalence problem 7.8. Find an algorithm to decide whether two given submanifolds
(of solutions)M andM′ are equivalent through an element of Gv,p.

Classification problem 7.9. Classify submanifolds (of solutions) M, namely pro-
vide a complete list of all possible such equations, including their automorphism group
Autv,p(M) ⊂ Gv,p.

7.10. Partial normal forms. Both problems above are of high complexity. At least as
a preliminary step, it is useful to try to simplify somehow the defining equations ofM,
by appropriate changes of coordinates belonging to Gv,p. To begin with, the next lemma
holds forM defined by y = Π(x, a, b) with the only assumption that b 7→ Π(0, 0, b) has
rank m at b = 0.

Lemma 7.11. ([CM1974, BER1999, Me2005a], [∗]) In coordinates x′ = (x′1, . . . , x′n)
and y′ = (y′1, . . . , y′m) an arbitrary submanifold M′ defined by y′ = Π′(x′, a′, b′) or
dually by b′ = Π′∗(a′, x′, y′) is equivalent to

(7.12) y = Π(x, a, b) or dually to b = Π∗(a, x, y)

with

(7.13) Π(0, a, b) ≡ Π(x, 0, b) ≡ b or dually Π∗(0, x, y) ≡ Π∗(a, 0, y) ≡ y,

namely Π = b+ O(xa) and Π∗ = y + O(ax).
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Proof. We develope

(7.14) y′ = Π′(0, a′, b′) + Λ′(x′) + O(x′a′).

Since b′ 7→ Π′(0, a′, b′) has rank m at b′ = 0, the coordinate change

(7.15) b′′ := Π′(0, a′, b′), a′′ := a′, x′′ := x′, y′′ := y′,

transformsM′ toM′′ defined by

(7.16) y′′ = Π′′(x′′, a′′, b′′) := b′′ + Λ′(x′′) + O(x′′a′′).

Solving b′′ by means of the implicit function theorem, we get

(7.17) b′′ = Π′′∗(a′′, x′′, y′′) = y′′ − Λ′(x′′) + O(a′′x′′),

and it suffices to set y := y′′ − Λ′(x′′), x := x′′ and a := a′′, b := b′′. ¤

Taking account of solvability with respect to the parameters, finer normalizations holds.

Lemma 7.18. With n = m = κ = 1, every submanifold of solutions y′ = b′+x′a′
[
1+O1

]
of y′x′x′ = F ′(x′, y′, y′x′) is equivalent to

(7.19) yxx = b+ xa+ O(x2a2).

Proof. Writing y′ = b′ + x′
[
a′ + a′ Λ′(a′, b′) + O(x′a′)

]
, where Λ′ = O1, we set a′′ :=

a′+a′ Λ′(a′, b′), b′′ := b′, x′′ := x′, y′′ := y′, whence y′′ = b′′+x′′
[
a′′+O(x′′a′′)

]
. Dually

b′′ = y′′ − a′′[x′′ + x′′x′′ Λ′′(x′′, y′′) + O(x′′x′′a′′)
]
, so we set x := x′′ + x′′x′′ Λ′′(x′′, y′′),

y := y′′, a := a′′, b := b′′. ¤

Corollary 7.20. Every second order ordinary differential equation y′x′x′ = F ′(x′, y′, y′x′)
is equivalent to

(7.21) yxx = (yx)
2 R(x, y, yx).

7.22. Complete normal forms. The Moser theory of normal forms may be transferred
with minor modifications to submanifolds of solutions associated to (E1) and to (E2).

Theorem 7.23. ([CM1974, Ja1990], [∗]) A local K-analytic submanifold of solutions
associated to (E1):

(7.24) y′ = b′ + x′a′ + O3 =
∑

k′>0

∑

l′>0

Π′
k′,l′(b

′)x′k
′
a′l

′

can be mapped, by a transformation (x′, y′, a′, b′) 7→ (x, y, a, b) belonging to Gv,p, to a
submanifold of solutions of the specific form

(7.25) y = b+ xa+ Π2,4(b)x
2a4 + Π4,2(b) a

2x4 +
∑

k>2

∑

l>2

∑

k+l>7

Πk,l(b)x
kal.

Solving (a, b) from y = Π and yx = Πx with Π as above, we deduce the following.

Corollary 7.26. Every y′x′x′ = F ′(x′, y′, y′x′) is equivalent to

(7.27)
yxx = (yx)

2
[
x2 F2,2(y) + x3 r(x, y)

]
+ (yx)

4
[
F0,4(y) + x r(x, y)

]
+

+
∑

k>0

∑

l>0

∑

k+l>5

Fk,l(y)x
k (yx)

l.

For the completely integrable system (E2) having several dependent variables
(x1, . . . , xn), n > 2, we have the following.
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Theorem 7.28. ([CM1974], [∗]) A local K-analytic submanifold of solutions associated
to (E2):

(7.29) y′ = b′ +
∑

16k6n

x′ka′k + O3

can be mapped, by a transformation (x′, y′, a′, b′) 7→ (x, y, a, b) belonging to Gv,p, to a
submanifold of solutions of the specific form:

(7.30) y = b+
∑

16k6n

xkak +
∑

k>2

∑

l>2

Πk,l(x, a, b)

where
(7.31)
Πk,l(x, a, b) :=

∑

k1+···+kn=k

∑

l1+···+ln=l

Πk1,...,kn,l1,...,ln(b) (x1)k1 · · · (xn)kn (a1)l1 · · · (an)ln

with the terms Π2,2, Π2,3 and Π3,3 satisfying:

(7.32) 0 = ∆ Π2,2 = ∆∆ Π2,3 = ∆∆ Π3,2 = ∆∆∆ Π3,3,

where

(7.33) ∆ :=
∑

16k6n

∂2

∂xk∂ak
.

Exercise: solving (ak, b) from y = Π and yxl = Πxl , with Π as above, deduce a
complete normal form for (E2).

Open problem 7.34. Find complete normal forms for submanifolds of solutions associ-
ated to (E4) and to (E5).

§8. STUDY OF TWO SPECIFIC EXAMPLES

8.1. Study of the Lie symmetries of (E4). Its submanifold of solutions possesses two
equations:

(8.2) y1 = Π1(x, a, b1, b2) y2 = Π2(x, a, b1, b2).

For instance, a generic submanifold M ⊂ C3 of CR dimension 1 and of codimension 3
has equations of such a form.

Assuming VS(E4) to be twin solvable and having covering submanifold of solutions
(see Definition 10.17), it may be verified (for M ⊂ C3, see [Be1997]) that at a Zariski-
generic point, its equations are of the form:

(8.3)
y1 = b1 + xa+ O(x2) + O(b1) + O(b2),

y2 = b2 + xa(x+ a) + O(x3) + O(b1) + O(b2).

The model has zero remainders with associated system

(8.4) y2
1 = 2x y1

1 + (y1
1)

2, y1
2 = 0,

the third equation y2
2 = 2 y1

1 being obtained by differentiating the first.
We may put the submanifold in partial normal form. Proceeding as in [BES2005], some

partial normalizations belonging to Gv,p yield:

(8.5)
y1 = b1 + ax+ a2

[
Π1

3,2(b)x
3 + Π1

4,2(b) x
4 + · · · ] + O(a3 x2),

y2 = b2 + a
[
x2 + Π2

4,1(b)x
4 + · · · ] + a2

[
x+ Π2

3,2(b)x
3 + · · · ] + O(a3 x2).
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Redifferentiating, we get an appropriate, partially normalized system (E4):
(8.6)



y2
1 = y1

1

(
2x+ g1

)
+ (y1

1)
2
(
1 + g2

)
+ (y1

1)
3 s + (y1

1)
4 s + (y1

1)
5 s + (y1

1)
6 R,

y1
2 = (y1

1)
2 h + (y1

1)
3 R,

y2
2 = y1

1

(
2 + g1

x

)
+ (y1

1)
2
(
g2

x + (2x+ g1)h
)

+ (y1
1)

3 r + (y1
1)

4 r + (y1
1)

5 r + (y1
1)

6 R,

where, precisely:

• g1, g2 and h are functions of (x, y1, y2) satisfying gj = O(xx) + O(y1) + O(y2),
j = 1, 2 and h = O(x) + O(y1) + O(y2);

• r and s are unspecified functions, varying in the context, of (x, y1, y2) with s =
O(x) + O(y1) + O(y2), but possibly r(0) 6= 0;

• R is a remainder function of all the variables (x, y1, y2, y1
1) parametrizing ∆E4 .

Letting L = X ∂
∂x

+ Y1 ∂
∂y1 + Y2 ∂

∂y2 be a candidate infinitesimal Lie symmetry and
applying L(2) = L + Y1

1
∂

∂y1
1

+ Y2
1

∂
∂y2

1
+ Y1

2
∂

∂y1
2

+ Y2
2

∂
∂y2

2
to ∆E4 , we obtain firstly,

computing mod (y1
1)

5:

(8.7)

0 ≡ −Y2
1 +

[X ](
y1

1(2 + g1
x) + (y1

1)
2 g2

x + (y1
1)

3 r + (y1
1)

4 r
)
+

+
[Y1

](
y1

1 r + (y1
1)

2 r + (y1
1)

3 r + (y1
1)

4 r
)
+

+
[Y2

](
y1

1 r + (y1
1)

2 r + (y1
1)

3 r + (y1
1)

4 r
)
+

+ Y1
1

(
2x+ g1 + y1

1(2 + 2g2) + (y1
1)

2 s + (y1
1)

3 s + (y1
1)

4 s
)
,

and secondly, computing mod (y1
1)

2:

(8.8) 0 ≡ −Y1
2 + 2 y1

1 Y1
1 h.

The third Lie equation involving Y2
2 will be superfluous. Specializing (4.6)(II) to m = 2,

we get Y1
1 and Y2

1:

(8.9)
Y1

1 = Y1
x +

[Y1
y1 −Xx

]
y1

1 +
[Y1

y2

]
y2

1 +
[−Xy1

]
(y1

1)
2 +

[−Xy2

]
y1

1 y
2
1

Y2
1 = Y2

x +
[Y2

y1

]
y1

1 +
[Y2

y2 −Xx

]
y2

1 +
[−Xy1

]
y2

1 y
1
1 +

[−Xy2

]
(y2

1)
2.

and also Y1
2 and Y2

2 (in fact superfluous):
(8.10)

Y1
2 = Y1

xx +
[
2Y1

xy1 −Xxx

]
y1

1 +
[
2Y1

xy2

]
y2

1 +
[Y1

y1y1 − 2Xxy1

]
(y1

1)
2+

+
[
2Y1

y1y2 − 2Xxy2

]
y1

1 y
2
1 +

[Y1
y2y2

]
(y2

1)
2 +

[−Xy1y1

]
(y1

1)
3+

+
[− 2Xy1y2

]
(y1

1)
2 y2

1 +
[−Xy2y2

]
y1

1 (y2
1)

2 +
[Y1

y1 − 2Xx

]
y1

2+

+
[Y1

y2

]
y2

2 +
[− 3Xy1

]
y1

1 y
1
2 +

[−Xy2

]
y1

1 y
2
2 +

[− 2Xy2

]
y2

1 y
1
2,

Y2
2 = Y2

xx +
[
2Y2

xy1

]
y1

1 +
[
2Y2

xy2 −Xxx

]
y2

1 +
[Y2

y1y1

]
(y1

1)
2+

+
[
2Y2

y1y2 − 2Xxy1

]
y1

1 y
2
1 +

[Y2
y2y2 − 2Xxy2

]
(y2

1)
2 +

[−Xy1y1

]
(y1

1)
2 y2

1+

+
[− 2Xy1y2

]
y1

1 (y2
1)

2 +
[−Xy2y2

]
(y2

1)
3 +

[Y2
y1

]
y1

2+

+
[Y2

y2 − 2Xx

]
y2

2 +
[− 2Xy1

]
y1

1 y
2
2 +

[−Xy1

]
y2

1 y
1
2 +

[− 3Xy2

]
y2

1 y
2
2.
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Inserting Y2
1 and Y1

1 in the first Lie equation (8.7) in which y2
1 is replaced by the value

(8.6)1 it has on ∆E4 and still computing mod (y1
1)

5, we get, again with r, s being unspeci-
fied functions of (x, y1, y2) with s(0) = 0:
(8.11)

0 ≡− Y2
x +

[− Y2
y1

]
y1

1+

+
[− Y2

y2 + Xx

] (
y1

1(2x+ g1) + (y1
1)

2(1 + g2) + (y1
1)

3 s + (y1
1)

4 s
)
+

+
[Xy1

] (
(y1

1)
2(2x+ g1) + (y1

1)
3(1 + g2) + (y1

1)
4 s

)
+

+
[Xy2

] (
(y1

1)
2[2x+ g1]2 + (y1

1)
3(4x+ 2g1)(1 + g2) + (y1

1)
4(1 + s)

)
+

+
[X ] (

y1
1(2 + g1

x) + (y1
1)

2 g2
x + (y1

1)
3 r + (y1

1)
4 r

)
+

+
[Y1

] (
y1

1 r + (y1
1)

2 r + (y1
1)

3 r + (y1
1)

4 r
)
+

+
[Y2

] (
y1

1 r + (y1
1)

2 r + (y1
1)

3 r + (y1
1)

4 r
)
+

+
[Y1

x

] (
2x+ g1 + y1

1(2 + 2g2) + (y1
1)

2 s + (y1
1)

3 s + (y1
1)

4 s
)
+

+
[Y1

y1 −Xx

] (
y1

1(2x+ g1) + (y1
1)

2(2 + 2g2) + (y1
1)

3 s + (y1
1)

4 s
)
+

+
[Y1

y2

] (
y1

1[2x+ g1]2 + (y1
1)

2(2x+ g1)(3 + 3g2) + (y1
1)

3(2 + s) + (y1
1)

4 s
)
+

+
[−Xy1

] (
(y1

1)
2(2x+ g1) + (y1

1)
3(2 + 2g2) + (y1

1)
4 s

)
+

+
[−Xy2

] (
(y1

1)
2[2x+ g1]2 + (y1

1)
3(2x+ g1)(3 + 3g2) + (y1

1)
4(2 + s)

)
.

Collecting the coefficients of the monomials cst., y1
1 , (y1

1)
2, (y1

1)
3, (y1

1)
4, we get, after

slight simplification (in the coefficient of (y1
1)

2, the term (2x+ g1)Xx annihilates with its
opposite; in the coefficient of (y1

1)
3, two pairs annihilate and then, we divide by [1 + g2])

a system of five linear PDE’s:

(8.12)

0 = −Y2
x + (2x+ g1)Y1

x,

0 = −Y2
y1 − (2x+ g1)Y2

y2 + (2 + g1
x)X + rY1 + rY2+

+ (2 + 2g2)Y1
x + (2x+ g1)Y1

y1 + [2x+ g1]2Y1
y2 ,

0 = −Y2
y2 + Xx + g2

x[1 + g2]−1X + rY1 + rY2+

+ sY1
x + 2Y1

y1 − 2Xx + (6x+ 3g2)Y1
y2 ,

0 = sY2
y2 + sXx + (1 + g2)Xy1 + (2x+ g1)(2 + 2g2)Xy2+

+ rX + rY1 + rY2 + sY1
x + sY1

y1 + sXx + (2 + s)Y1
y2−

− (2 + 2g2)Xy1 − (2x+ g1)(3 + 3g2)Xy2 ,

0 = sY2
y2 + sXx + sXy1 + (1 + s)Xy2 + rX + rY1 + rY2 + sY1

x + sY1
y1+

+ sXx + sY1
y2 + sXy1 − (2 + s)Xy2 .

We then simplify the remainders using s + s = s, r + s = r and r + r = r; we divide
(8.12)5 by (1 + s); we replace Xy2 obtained from (8.12)5 in (8.12)4; we divide (8.12)4 by
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(1 + g2); we then solve Xy1 from (8.12)4 and finally we insert it in (8.12)5; we get:

(8.13)

0 = −Y2
x + (2x+ g1)Y1

x,

0 = −Y2
y1 − (2x+ g1)Y2

y2 + (2 + g1
x)X + (2 + 2g2)Y1

x + (2x+ g1)Y1
y1+

+ [2x+ g1]2Y1
y2 + rY1 + rY2,

0 = −Y2
y2 −Xx + 2Y1

y1 + (6x+ 3g2)Y1
y2 + rY1 + rY2 + sY1

x+

+ g2
x[1 + g2]−1X ,

0 = −Xy1 + (2 + s)Y1
y2 + rX + rY1 + rY2 + sXx + sY1

x + sY1
y1 + sY2

y2 ,

0 = −Xy2 + rX + rY1 + rY2 + sXx + sY1
x + sY1

y1 + sY1
y2 + sY2

y2 .

Similarly, developing the second equation (8.8) and computing mod (y1
1)

2, we get:

(8.14)
0 ≡ −Y1

xx +
[− 2Y1

xy1 + Xxx

]
y1

1 +
[− (4x+ 2g1)Yxy2 − (2 + h)Y1

y2

]
+

+
[
2hY1

x

]
y1

1.

Collecting the coefficients of the monomials cst., y1
1 , we get two more linear PDE’s:

(8.15)
0 = −Y1

xx,

0 = −2Y1
xy1 + Xxx − (4x+ 2g1)Y1

xy2 − (2 + h)Y1
y2 + 2hY1

x.

Proposition 8.16. Setting as initial conditions the five specific differential coefficients

(8.17) P := P
(X ,Y1,Y2,Y1

x,Xx

)
= rX + rY1 + rY2 + rY1

x + rXx,

it follows by cross differentiations and by linear substitutions from the seven equations
(8.13)i, i = 1, 2, 3, 4, 5, (8.15)j , j = 1, 2, that Xy1 , Xy2 , Y1

y1 , Y1
y2 , Y2

x , Y2
y1 , Y2

y2 and
Xxx, Xxy1 , Xxy2 , Y1

xx, Y1
xy1 , Y1

xy2 are uniquely determined as linear combinations of
(X ,Y1,Y2,Y1

x,Xx), namely:

(8.18)





Y2
x

1
= P, Xxx

2
= P, Y1

xx
3
= P,

Xy1
4
= P, Y1

y1

5
= P, Y2

y1

6
= P, Xxy1

7
= P, Y1

xy1

8
= P,

Xy2
9
= P, Y1

y2

10
= P, Y2

y2

11
= P, Xxy2

12
= P, Y1

xy2

13
= P.

Then the expressions P are stable under differentiation:

(8.19)

Px = P + rY2
x + rY1

xx + rXxx = P,

Py1 = P + rXy1 + rY1
y1 + rY2

y1 + rY1
xy1 + rXxy1 = P,

Py2 = P + rXy2 + rY1
y2 + rY2

y2 + rY1
xy2 + rXxy2 = P,

and moreover, all other, higher order partial derivatives of X , of Y1 and of Y2 may be
expressed as P

(X ,Y1,Y2,Y1
x,Xx

)
.

Corollary 8.20. An infinitesimal Lie symmetry of (E4) is uniquely determined by the five
initial Taylor coefficients

(8.21) X (0), Y1(0), Y2(0), Y1
x(0), Xx(0).

Proof of the proposition. We notice that (8.18)1 and (8.18)3 are given for free by (8.13)1
and by (8.15)1. Differentiating (8.13)3 with respect to x, we get:

(8.22)
0 = −Yxy2 −Xxx + 2Y1

xy1 + (6 + 3g1
x)Y1

y2 + (6x+ 3g1)Y1
xy2 + rY1+

+ rY1
x + rY2 + rY2

x + rY1
x + sY1

xx + rX + g2
x[1 + g2]−1Xx.
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By (8.15)1, sY1
xx vanishes. We replace Y2

x thanks to (8.13)1. Differentiating (8.13)1 with
respect to y2, we may substract 0 = −Yxy2 + (2x+ g1)Y1

xy2 + rY1
x . We get:

(8.23)
0 = −Xxx + 2Y1

xy1 + (4x+ 2g1)Y1
xy2+

+ (6 + 3g1
x)Y1

y2 + rX + rY1 + rY2 + rY1
x + g2

x[1 + g2]−1Xx.

By means of (8.15)2, we replace the first three terms and then solve Y1
y2:

(8.24) Y1
y2 = rX + rY1 + rY2 + rY1

x + k∗Xx,

introducing a notation for a new function that should be recorded:

(8.25) k∗ := g2
x[1 + g2]−1[4 + 3g1

x − h]−1.

This is (8.18)10. Next, we differentiate the obtained equation with respect to x, getting:

(8.26) Y1
xy2 = rX + rY1 + rY2 + rY1

x + rXx + k∗Xxx.

This is (8.18)13. We replace the obtained value of Y1
y2 in (8.13)2, (8.13)3, (8.15)2 and the

obtained value of Y1
xy2 in (8.15)2. This yields a new, simpler system of seven equations:

(8.27)

0 = −Y2
x + (2x+ g1)Y1

x,

0 = −Y2
y1 − (2x+ g1)Y2

y2 + (2 + g1
x)X + (2 + 2g2)Y1

x + (2x+ g1)Y1
y1+

+ sX + rY1 + rY2 + sY1
x + k∗[2x+ g1]2Xx,

0 = −Y2
y2 −Xx + 2Y1

y1 + sX + rY1 + rY2 + sY1
x + k∗(6x+ 3g1)Xx,

0 = −Xy1 + rX + rY1 + rY2 + sY1
x + sXx + sY1

y1 + sY2
y2 ,

0 = −Xy2 + rX + rY1 + rY2 + sY1
x + sXx + sY1

y1 + sY2
y2 ,

0 = −Y1
xx,

0 = −2Y1
xy1 + Xxx

(
1− k∗(4x+ 2g1)

)
+ rX + rY1 + rY2 + rY1

x.+ sXx.

Restarting from this system, we differentiate (8.27)3 with respect to x:

(8.28)
0 = −Y2

xy2 −Xxx + 2Y1
xy1 + rX + rY1 + rY2+

+ rXx + rY1
x + rY2

x + sY1
xx + k∗(6x+ 3g1)Xxx.

We replace Y2
x , we erase Y1

xx and we add (8.27)7:

(8.29) 0 = −Y2
xy2 + k∗(2x+ g1)Xxx + rX + rY1 + rY2 + rY1

x + rXx.

We differentiate (8.27)2 with respect to x:

(8.30)

0 = −Y2
xy1 − (2 + g1

x)Y2
y2 − (2x+ g1)Y2

xy2 + rX + (2 + g1
x)Xx+

+ sY1
x + (2 + 2g2)Y1

xx + (2 + g1
x)Y1

y1 + (2x+ g1)Y1
xy1 + rXx+

+ sXx + rY1 + rY1
x + rY2 + rY2

x + rY1
x + sY1

xx + k∗[2x+ g1]2Xxx.

Differentiating (8.27)1 with respect to y1, we may substract 0 = −Y2
xy1 +(2x+g1)Y1

xy1 +

rY1
x; we replace Y2

x and erase Y1
xx; we substract (8.29) multiplied by (2x+ g1); we get:

(8.31) 0 = −Y2
y2 + (1 + s)Xx + Y1

y1 + rX + rY1 + rY2 + rY1
x.

Comparing with (8.27)3 yields:

(8.32)
Y1

y1 = (2 + s)Xx + rX + rY1 + rY2 + rY1
x,

Y2
y2 = (3 + s)Xx + rX + rY1 + rY2 + rY1

x.
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These are (8.18)5 and (8.18)11. Differentiating these two equations with respect to x,
replacing Y2

x and erasing Y1
xx, we get:

(8.33)
Y1

xy1 = (2 + s)Xxx + rX + rY1 + rY2 + rY1
x + rXx,

Y2
xy2 = (3 + s)Xxx + rX + rY1 + rY2 + rY1

x + rXx.

We then replace this value of Y2
xy2 in (8.29) and solve Xxx: this yields (8.18)2.

To conclude, we replace Xxx so obtained in (8.27)7: this yields (8.18)8. We replace Y1
y1

and Y2
y2 from (8.32) in (8.27)4 and in (8.27)5: this yields (8.18)4 and this yields (8.18)9.

Thanks to (8.18)2 (got) we observe that

(8.34) Px = P + rY1
xx + rY2

x + rXxx = P.

Differentiating (8.18)4 (got) and (8.18)9 (got) with respect to x then yields (8.18)7 and
(8.18)12. We replace Y1

y1 and Y2
y2 from (8.18)5 (got) and (8.18)11 (got) in (8.27)2: this

yields (8.18)6. Finally, to obtain the very last (8.18)13, we differentiate (8.18)10 (got) with
respect to x.

The proof of Proposition 8.16 is complete. ¤

We claim that the bound dim SYM(E4) 6 5 is attained for the model (8.4). Indeed,
with 0 = r = s and 0 = g1 = g2 = h (whence k∗ = 0) (8.24) is Y1

y2 = 0 and then the
seven equations (8.27) are:

(8.35)





0 = −Y2
x + 2xY1

x,

0 = −Y2
y1 − 2xY2

y2 + 2X + 2Y1
x + 2xY1

y1 ,

0 = −Y2
y2 −Xx + 2Y1

y1 ,

0 = −Xy1 ,

0 = −Xy2 ,

0 = −Y1
xx,

0 = −2Y1
xy1 + Xxx,

having the general solution

(8.36)





X = a− d+ e x,

Y1 = b+ d x+ 2e y1,

Y2 = c+ 2a y1 + 3e y2 + d xx.

depending on five parameters a, b, c, d, e ∈ K. Five generators of SYM(E4) are:

(8.37)





D := x ∂x + 2y1 ∂y1 + 3y2 ∂y2 ,

L1 := −∂x + x ∂y1 + xx ∂y2 ,

L′1 := ∂x + 2y1 ∂y2 ,

L2 := ∂y1 ,

L3 := ∂y2 .

The commutator table
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D L1 L′1 L2 L3

D 0 −L1 −L′1 −2L2 −3L3

L1 L1 0 −L2 0 0
L′1 L′1 L2 0 −2L3 0
L2 2L2 0 2L3 0 0
L3 3L3 0 0 0 0

Table 3.

shows that the subalgebra spanned by L1, L′1, L2, L3 is isomorphic to the unique irre-
ducible 4-dimensional nilpotent Lie algebra n1

4 ([OV1994, BES2005]). Then SYM(E4)
is a semidirect product ofKwith n1

4. The author ignores whether it is rigid. The following
accessible research will be pursued in a subsequent publication.

Open problem 8.38. Classify systems (E4) up to point transformations. Deduce a com-
plete classification, up to local biholomorphisms, of all real analytic generic submanifolds
of codimension 2 in C3, valid at a Zariski-generic point.

8.39. Almost everywhere rigid hypersurfaces. When studying and classifying differen-
tial objects, it is essentially no restriction to assume their Lie symmetry groups to be of
dimension > 1, the study of objects having no infinitesimal symmetries being an inde-
pendent field of research. In particular, if M ⊂ Cn+1 (n > 1) is a connected real analytic
hypersurface, we may suppose that dim hol(M) > 1, at least. So let L be a nonzero
holomorphic vector field with L+ L tangent to M .

Lemma 8.40. ([Ca1932a, St1996, BER1999]) If in addition M is finitely nondegenerate,
then

(8.41) Σ :=
{
p ∈M : L(p) ∈ T c

pM
}

is a proper real analytic subset of M .

In other words, at every point p belonging to the Zariski-dense subset M\Σ, the real
nonzero vector L(p) + L(p) ∈ TpM supplements T c

pM . Straightening L in a neigh-
borhood of p, there exist local coordinates t = (z1, . . . , zn, w) with T c

0M = {w = 0},
T0M = {Imw = 0}, whence M is given by Imw = h(z, z̄,Rew), and with L = ∂

∂w
.

The tangency of ∂
∂w

+ ∂
∂w̄

= ∂
∂u

to M entails that h is indendepent of u. Then the complex
equation of M is of the precise form

(8.42) w = w̄ + iΘ(z, z̄),

with Θ = 2h simply. The reality of h reads Θ(z, z̄) ≡ Θ(z̄, z).

Definition 8.43. A real analytic hypersurfaceM ⊂ Cn+1 is called rigid at one of its points
p if there exists L ∈ hol(M) with

(8.44) TpM = T c
pM ⊕ R

(L(p) + L(p)
)
.

Similar elementary facts hold for general submanifolds of solutions.

Lemma 8.45. With n > 1 and m = 1, let M be a (connected) submanifold of
solutions that is solvable with respect to the parameters. If there exists a nonzero
L + L∗ ∈ SYM(M), then at Zariski-generic points p ∈ M, we have L(p) 6∈ Fv(p)
and there exist local coordinates centered at p in which L = ∂

∂y
, L∗ = ∂

∂b
, whenceM has

equation of the form

(8.46) y = b+ Π(x, a),

with Π independent of b.
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The associated system (EM) has then equations Fα that are all independent of y.

8.47. Study of the Lie symmetries of (E5). In Example 1.28, it is thus essentially no
restriction to assume the hypersurface M ⊂ C3 to be rigid.

Theorem 8.48. ([GM2003b, FK2005a, FK2005b]) The model hypersurface M0 of equa-
tion

(8.49) w = w̄ + i
2 z1z̄1 + z1z1z̄2 + z̄1z̄1z2

1− z2z̄2

has transitive Lie symmetry algebra hol(M0) isomorphic to so(3, 2) and is locally biholo-
morphic to a neighborhood of every geometrically smooth point of the tube

(8.50) (Rew′)2 = (Re z′1)
2 + (Re z′1)

3

over the standard cone of R3. Both are Levi-degenerate with Levi form of rank 1 at every
point and are 2-nondegenerate. The associated PDE system (EM0)

(8.51) yx2 =
1

4
(yx1)2, yx1x1x1 = 0

(plus other equations obtained by cross differentiation) has infinitesimal Lie symmetry
algebra isomorphic to so(5,C), the complexification so(3, 2)⊗ C.

Through tentative issues ([Eb2006, GM2006]), it has been suspected that M0 is the
right model in the category of real analytic hypersurfaces M ⊂ C3 having Levi form
of rank 1 that are 2-nondegenerate everywhere. Based on the rigidity of the simple Lie
algebra so(5,C) (Theorem 5.15), Theorem 8.105 below will confirm this expectation.

8.52. Preparation. Thus, translating the considerations to the PDE language, with n = 2
and m = 1, consider a submanifold of solutions of the form

(8.53)
y = b+ Π(x, a)

= b+
2x1a1 + x1x1a2 + a1a1x2

1− x2a2
+ O4,

where O4 is a function of (x, a) only. The term 2 x1a1 corresponds to a Levi form of rank
> 1 at every point. The term x1x1a2 guarantees solvability with respect to the parameters
(compare Definition 2.12). Let us develope

(8.54) Π(x, a) =
∑

k1,k2>0

∑

l1,l2>0

Πk1,k2,l1,l2 (x1)k1 (x2)k2 (a1)l1 (a2)l2 ,

with Πk1,k2,l1,l2 ∈ K. Of course, Π1,0,1,0 = 2, Π2,0,0,1 = 1 and Π0,1,2,0 = 1.

Lemma 8.55. A transformation belonging to Gv,p insures

(8.56)

Πk1,k2,0,0 = 0, k1 + k2 > 0, Π0,0,l1,l2 = 0, l1 + l2 > 0,

Πk1,k2,1,0 = 0, k1 + k2 > 2, Π1,0,l1,l2 = 0, l1 + l2 > 2,

Πk1,k2,2,0 = 0, k1 + k2 > 2, Π2,0,l1,l2 = 0, l1 + l2 > 2.

Proof. Lemma 7.11 achieves the first line. The monomial x1 being factored by [a1 +
O2(a)], we set a1 := a1 + O2(a) to achieve Π1,0,l1,l2 = 0, l1 + l2 > 2. As in the proof
of Lemma 7.18, we pass to the dual equation b = y − Π(x, a) to complete Πk1,k2,1,0 = 0,
k1 + k2 > 2. Finally, x1x1 is factored by [a2 + O2(a)], so we proceed similarly to achieve
the third line. ¤
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Since Π(x, a) is assumed to be independent of b, the assumption that the Levi form of
M ⊂ C3 has exactly rank 1 at every point translates to:

(8.57) 0 ≡
∣∣∣∣

Πx1a1 Πx1a2

Πx2a1 Πx2a2

∣∣∣∣ .

For later use, it is convenient to develope somehow Π with respect to the powers of
(a1, a2):

(8.58)

y = b+
2x1a1 + x1x1a2 + a1a1x2

1− x2a2
+

+ a2 b(x) + a1a2 d(x) + a2a2 e(x) + a1a1a1 f(x) + a1a1a2 g(x)+

+ (a1)4 R + (a1)3a2 R + a1(a2)2 R + (a2)3 R,

with R = R(x, a) being an unspecified remainder. Thanks to the previous lemma, the
coefficients a of a1 and c of a1a1 must vanish. The function b is an O3.

Lemma 8.59. The function b depends only on x1, is an O3(x
1) and the function g satisfies

gx2x2(0) = 0.

Proof. Developing [1 − x2a2]−1 = 1 + x2a2 + (x2a2)2 + O3(x
2a2), inserting the right

hand side of

(8.60)

y − b = a1
[
2x1

]
+ a2

[
x1x1 + b(x)

]
+ a1a1

[
x2

]
+ a1a2

[
2x1x2 + d(x)

]
+

+ a2a2
[
x1x1x2 + e(x)

]
+ a1a1a1

[
f(x)

]
+ a1a1a2

[
x2x2 + g(x)

]
+

+ (a1)4 R + (a1)3a2 R + a1(a2)2 R + (a2)3 R

in the determinant (8.57) and selecting the coefficients of cst., of a1, of a2 and of a1a1,
we get four PDEs:

(8.61)

0 = 2bx2 ,

0 = 2dx2 − 2bx1 ,

0 = 4 ex2 − 2x1 dx2 − 2x1 bx1 − dx2 bx1 ,

0 = 2gx2 − 2dx1 − [
6x1 + 3bx1

]
fx2 .

The first one yields b = b(x1), which must be an O3(x
1), because the whole remainder

is an O4. Differentiating the fourth with respect to x2, it then follows that gx2x2(0) = 0.

8.62. Associated PDE system (E5). Next, differentiating (8.60) with respect to x1, to
x1x1 and to x1x1x1, we compute yx1 and yx1x1 , we substitute y1 and y1,1 and we push the
monomials a2a2, a1a1a1 and a1a1a2 in the remainder:
(8.63)

y1 = 2a1 + a2[2x1 + bx1 ] + a1a2[2x2 + dx1 ] + (a2)2 R + (a1)3 R + (a1)2 a2 R,

y1,1 = a2[2 + bx1x1 ] + a1a2[dx1x1 ] + (a2)2 R + (a1)3 R + (a1)2 a2 R,

y1,1,1 = a2[bx1x1x1 ] + a1a2[dx1x1x1 ] + (a2)2 R + (a1)3 R + (a1)2a2 R.

Here, the written remainder cannot incorporate a1a1, so it is said that the coefficient
of a1a1 does vanish in each equation above. Solving for a1 and a2 from the first two
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equations, we get
(8.64)




a1 =
1
2

y1 − y1,1

[
2x1 + bx1

4 + 2bx1x1

]
− y1y1,1

[
2x2 + dx1

8 + 4bx1x1

]
+

+ (y1,1)2 R + (y1)3 R + (y1)2y1,1 R,

a2 = y1,1

[
1

2 + bx1x1

]
− y1y1,1

[
dx1x1

2(2 + bx1x1)2

]
+ (y1,1)2 R + (y1)3 R + (y1)2y1,1 R.

We then get (notice the change of remainder):
(8.65)

a1a1 =
1
4

(y1)2 − y1y1,1

[
2x1 + bx1

4 + 2bx1x1

]
− (y1)2y1,1

[
2x2 + dx1

8 + 4bx1x1

]
+ (y1)3 R + (y1,1)2 R,

a1a2 = y1y1,1

[
1

4 + 2bx1x1

]
− (y1)2y1,1

[
dx1x1

(4 + 2bx1x1)2

]
+ (y1)3 R + (y1,1)2 R,

a2a2 = (y1)3 R + (y1,1)2 R,

a1a1a1 = −(y1)2y1,1

[
6x1 + 3bx1

16 + 8bx1x1

]
(y1)3 R + (y1,1)2 R,

a1a1a2 = (y1)2 y1,1

[
1

8 + 4bx1x1

]
+ (y1)3 R + (y1,1)2 R.

Differentiating (8.60) with respect to x2, substituting y2 for yx2 and replacing dx2 by bx1

thanks to (8.61)2, we get
(8.66)

y2 = a1a1 + a1a2[2x1 + bx1 ] + a2a2[x1x1 + ex2 ] + a1a1a1[fx2 ] + a1a1a2[2x2 + gx2 ]+

+ (a1)4 R + (a1)3a2 R + a1(a2)2 R + (a2)3 R.

Replacing the monomials (8.65), we finally obtain:
(8.67)

y2 =
1

4
(y1)

2 + (y1)
2y1,1

[
2gx2 − 2dx1 − (6x1 + 3bx1)fx2

16 + 8bx1x1

− (2x1 + bx1)dx1x1

(4 + 2bx1x1)2

]
+

+ (y1)
3 R + (y1,1)

2 R.

Thanks to (8.61)4, the first (big) coefficient of (y1)
2y1,1 is zero; then the remainder coef-

ficient is an O(x1), hence vanishes at x = 0, together with its partial first derivative with
respect to x2. Accordingly, by s∗ = s∗(x1, x2), we will denote an unspecified function
satisfying

(8.68) s∗(0) = 0 and s∗x2(0) = 0 .

Lemma 8.69. The skeleton of the PDE system (E5) associated to the submanifold (8.58)
possesses three main equations of the form

(∆E5)





y2 =
1

4
(y1)

2 + (y1)
3 r + (y1)

4 r + (y1)
5 r + (y1)

6 R+

+ y1,1

[
(y1)

2 s∗ + (y1)
3 r + (y1)

4 r + (y1)
5 r

]
+ (y1,1)

2 R,

y1,2 =
1

2
y1y1,1 + (y1)

3 r + (y1)
4 r + (y1)

5 r + (y1)
6 R+

+ y1,1

[
(y1)

2 r + (y1)
3 r + (y1)

4 r + (y1)
5 r

]
+ (y1)

6 R,

y1,1,1 = (y1)
3 r + (y1)

4 r + y1,1

[
r + y1 r + (y1)

2 r + (y1)
3 r

]
+

+ (y1,1)
2
[
r + y1 r + (y1)

2 r + (y1)
3 r

]
+ (y1,1)

3 R,
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where the letter r denotes an unspecified function of (x1, x2), and where the coefficient s∗

of (y1)
2y1,1 in the first equation satisfies (8.68).

Proof. To get the second equation, we compute:

(8.70)
y1,2 = a1a2[2 + bx1x1 ] + a1a1a2[gx1x2 ] + (a1)3 R + (a2)2 R

=
1

2
y1y1,1 + (y1)

2y1,1 r + (y1)
3 R + (y1,1)

2 R.

The third equation is got similarly from (8.63)3. To conclude, we develope the first two
equations mod

[
(y1)

6, (y1,1)
2
]

and the third one mod
[
(y1)

4, (y1,1)
3
]
. ¤

This precise skeleton will be referred to as ∆E5 in the sequel. With the letter r, the
computation rules are cst.r = r + r = r + s∗ = r · r = r; sometimes, s∗ may be replaced
plainly by r.

8.71. Infinitesimal Lie symmetries of (E5). Letting L = X 1 ∂
∂x1 + X 2 ∂

∂x2 + Y ∂
∂y

be a
candidate infinitesimal Lie symmetry and applying

(8.72)

L(3) = X 1 ∂

∂x1
+ X 2 ∂

∂x2
+ Y ∂

∂y
+ Y1

∂

∂y1

+ Y2
∂

∂y2

+

+ Y1,1
∂

∂y1,1

+ Y1,2
∂

∂y1,2

+ Y2,1
∂

∂y2,1

+ Y2,2
∂

∂y2,2

+

+ Y1,1,1
∂

∂y1,1,1

+ · · ·+ Y2,2,2
∂

∂y2,2,2

to the skeleton ∆E5 , we obtain firstly, computing mod
[
(y1)

5, y1,1

]
:

(8.73)

0 ≡ −Y2 +
1

2
y1 Y1+

+ (y1)
3 rX 1 + (y1)

4 rX 1 + (y1)
3 rX 2 + (y1)

4 rX 2+

+ Y1

[
(y1)

2 r + (y1)
3 r + (y1)

4 r
]
+

+ Y1,1

[
(y1)

2 s∗ + (y1)
3 r + (y1)

4 r
]
,

secondly, computing mod
[
(y1)

5, y1,1

]
:

(8.74)

0 ≡ −Y1,2 +
1

2
y1 Y1,1+

+ (y1)
3 rX 1 + (y1)

4 rX 1 + (y1)
3 rX 2 + (y1)

4 rX 2+

+ Y1

[
(y1)

2 r + (y1)
3 r + (y1)

4 r
]
+

+ Y1,1

[
(y1)

2 r + (y1)
3 r + (y1)

4 r
]
,

and thirdly, computing mod
[
(y1)

3, (y1,1)
2
]
:

(8.75)

0 ≡ −Y1,1,1 + y1,1X 1 + y1,1X 2+

+ y1,1 y1X 1 + y1,1 y1X 2 + y1,1 (y1)
2X 1 + y1,1 (y1)

2X 2+

+ Y1

[
(y1)

2 r
]
+ Y1,1

[
r + y1 r + (y1)

2 r
]
+ y1,1 Y1

[
r + y1 r + (y1)

2 r
]
+

+ y1,1 Y1,1

[
r + y1 r + (y1)

2 r
]
.

Specializing to n = 2 the formulas (3.9)(II), (3.20)(II) and (3.24)(II), we get Y1, Y2,
Y1,1, Y1,2 and Y1,1,1:

(8.76) Y1 = Yx1 +
[Yy −X 1

x1

]
y1 +

[−X 2
x1

]
y2 +

[−X 1
y

]
(y1)

2 +
[−X 2

y

]
y1y2.

(8.77) Y2 = Yx2 +
[−X 1

x2

]
y1 +

[Yy −X 2
x2

]
y2 +

[−X 1
y

]
y1y2 +

[−X 2
y

]
y2y2.
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(8.78)



Y1,1 = Yx1x1 +
[
2Yx1y −X 1

x1x1

]
y1 +

[−X 2
x1x1

]
y2 +

[Yyy − 2X 1
x1y

]
(y1)

2+

+
[− 2X 2

x1y

]
y1y2 +

[−X 1
yy

]
(y1)

3 +
[−X 2

yy

]
(y1)

2y2+

+
[Yy − 2X 1

x1

]
y1,1 +

[− 2X 2
x1

]
y1,2 +

[− 3X 1
y

]
y1y1,1+

+
[−X 2

y

]
y2y1,1 +

[− 2X 2
y

]
y1y1,2.

(8.79)





Y1,2 = Yx1x2 +
[Yx2y −X 1

x1x2

]
y1 +

[Yx1y −X 2
x1x2

]
y2+

+
[−X 1

x2y

]
(y1)

2 +
[Yyy −X 2

x2y −X 1
x1y

]
y1y2 +

[−X 2
x1y

]
y2y2+

+
[−X 1

yy

]
(y1)

2y2 +
[−X 2

yy

]
y1(y2)

2+

+
[−X 1

x2

]
y1,1 +

[Yy −X 2
x2 −X 1

x1

]
y1,2 +

[−X 2
x1

]
y2,2+

+
[− 2X 1

y

]
y1y1,2 +

[− 2X 2
y

]
y2y1,2.

(8.80)





Y1,1,1 = Yx1x1x1 +
[
3Yx1x1y −X 1

x1x1x1

]
y1 +

[−X 2
x1x1x1

]
y2+

+
[
3Yx1yy − 3X 1

x1x1y

]
(y1)

2 +
[− 3X 2

x1x1y

]
y1y2+

+
[Yyyy − 3X 1

x1yy

]
(y1)

3 +
[− 3X 2

x1yy

]
(y1)

2y2+

+
[−X 1

yyy

]
(y1)

4 +
[−X 2

yyy

]
(y1)

3y2+

+
[
3Yx1y − 3X 1

x1x1

]
y1,1 +

[− 3X 2
x1x1

]
y1,2+

+
[
3Yyy − 9X 1

x1y

]
y1y1,1 +

[− 3X 2
x1y

]
y2y1,1+

+
[− 6X 2

x1y

]
y1y1,2 +

[− 6X 1
yy

]
(y1)

2y1,1 +
[− 3X 2

yy

]
y1y2y1,1+

+
[− 3X 2

yy

]
(y1)

2 y1,2 +
[− 3X 1

y

]
(y1,1)

2 +
[− 3X 2

y

]
y1,1y1,2+

+
[Yy − 3X 1

x1

]
y1,1,1 +

[− 3X 2
x1

]
y1,1,2 +

[− 4X 1
y

]
y1y1,1,1+

+
[−X 2

y

]
y2y1,1,1 +

[− 3X 2
y

]
y1y1,1,2.

Inserting Y2, Y1,2, Y1,1,1, Y1, Y1,1 in the three Lie equations (8.73), (8.74), (8.75),
replacing y2, y1,2, y1,1,1 by the values they have on ∆E5 , we get firstly five linear PDEs by
picking the coefficients of cst., of y1, of (y1)

2, of (y1)
3, of (y1)

4 in (8.73):

(8.81)





0 = Yx2 ,

0 = X 1
x2 +

1

2
Yx1 ,

0 = Yy + X 2
x2 − 2X 1

x1 + rYx1 + s∗ Yx1x1 ,

0 = 2X 1
y + X 2

x1 + rX 1 + rX 2 + rYx1 + rYy + rX 1
x1+

+ rYx1x1 + s∗ Yx1y + s∗X 1
x1x1 ,

0 = X 2
y + rX 1 + rX 2 + rYx1 + rYy + rX 1

x1 + rX 2
x1 + rX 1

y +

+ rYx1x1 + rYx1y + rX 1
x1x1 + s∗X 2

x1x1 + s∗ Yyy + s∗X 1
x1y,
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secondly, we get three more linear PDEs by picking the coefficients of (y1)
2, of (y1)

3, of
(y1)

4 in (8.74):

(8.82)





0 = 3Yx1y + X 2
x1x2 + 4X 1

x2y − 2X 1
x1x1 + rX 1 + rX 2 + rYx1 + rYx1x1 ,

0 = 2Yyy + 2X 2
x2y − 6X 1

x1y −X 2
x1x1 + rX 1 + rX 2 + rYx1 + rYy + rX 1

x1+

+ rYx1x1 + rYx1y + rX 1
x1x1 ,

0 = 4X 1
yy + 3X 2

x1y + rX 1 + rX 2 + rYx1 + rYy + rX 1
x1 + rX 2

x1 + rX 1
y +

+ rYx1x1 + rYx1y + rX 1
x1x1 + rX 2

x1x1 + rYyy + rX 1
x1y.

and thirdly, we get five more linear PDEs by picking the coefficients of cst., of y1, of y1,1,
of y1y1,1, of (y1)

2y1,1 in (8.75)
(8.83)



0 = Yx1x1x1 + rYx1x1 ,

0 = −3Yx1x1y + X 1
x1x1x1 + rYx1x1 + rYx1y + rX 1

x1x1 ,

0 = Yx1y −X 1
x1x1 + rX 1 + rX 2 + rYx1 + rYy + rX 1

x1 + rYx1x1

0 = −3

2
X 2

x1x1 + 3Yyy − 9X 1
x1y + rX 1 + rX 2 + rX 1

x1 + rYx1 + rYy+

+ rX 2
x1 + rX 1

y + rYx1x1 + rYx1y + rX 1
x1x1 ,

0 = 6X 1
yy +

15

4
X 2

x1y + rX 1 + rX 2 + rX 1
x1 + rYx1 + rYy + rX 2

x1 + rX 1
y + rX 2

y +

+ rYx1x1 + rYx1y + rX 1
x1x1 + rX 2

x1x1 + rYyy + rX 1
x1y.

Proposition 8.84. Setting as initial conditions the ten specific differential coefficients
(8.85)

P := P
(X 1,X 2,Y ,X 1

y ,X 2
x2 ,Yx1 ,Yy,X 2

x1x2 ,Yx1x1 ,Yyy

)

= rX 1 + rX 2 + rY + rX 1
y + rX 2

x2 + rYx1 + rYy + rX 2
x1x2 + rYx1x1 + rYyy,

it follows by cross differentiations and by linear substitutions from the Lie equations
(8.81)i, i = 1, 2, 3, 4, 5, (8.82)j , j = 1, 2, 3, (8.83)i, i = 1, 2, 3, 4, 5, that X 1

x1 , X 2
x1 ,

Yx2 , X 1
x2 , X 2

y , X 1
x1y, X 2

x2x2 , Yx1x2 , X 1
x2y, X 2

x2y, Yx1y, X 1
yy, Yx2y, X 2

x1x1x2 , Yx1x1x1 , X 2
x1x2x2
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Yx1x1x2 , X 2
x1x2y, Yx1x1y, Yx1yy, Yx2yy, Yyyy are uniquely determined as linear combina-

tions of
(X 1,X 2,Y ,X 1

y ,X 2
x2 ,Yx1 ,Yy,X 2

x1x1 ,Yx1x1 ,Yyy

)
, namely:

(8.86)





X 1
x1

1
= P, X 2

x1

2
= P, Yx2

3
= P,

X 1
x2

4
= P, X 2

y
5
= P,

X 1
x1y

6
= P, X 2

x2x2

7
= P, Yx1x2

8
= P,

X 1
x2y

9
= P, X 2

x2y
10
= P, Yx1y

11
= P,

X 1
yy

12
= P, Yx2y

13
= P,

X 2
x1x1x2

14
= P, Yx1x1x1

15
= P,

X 2
x1x2x2

16
= P, Yx1x1x2

17
= P,

X 2
x1x2y

18
= P, Yx1x1y

19
= P,

Yx1yy
20
= P,

Yx2yy
21
= P,

Yyyy
22
= P.

Then the expressions P are stable under differentiation with respect to x1, to x2, to
y and moreover, all other, higher order partial derivatives of X 1, of X 2, of Y may be
expressed as P

(X 1,X 2,Y ,X 1
y ,X 2

x2 ,Yx1 ,Yy,X 2
x1x2 ,Yx1x1 ,Yyy

)
.

Corollary 8.87. Every infinitesimal Lie symmetry of the PDE system (E5) is uniquely de-
termined by the ten initial Taylor coefficients

(8.88) X 1(0),X 2(0),Y(0),X 1
y (0),X 2

x2(0),Yx1(0),Yy(0),X 2
x1x2(0),Yx1x1(0),Yyy(0).

Proof of the proposition. At first, (8.83)1 yields (8.86)15; (8.81)1 yields (8.86)3; differen-
tiating (8.81)1 with respect to x1 yields (8.86)8; differentiating (8.81)1 with respect to y
yields (8.86)13; differentiating (8.81)1 with respect to x1x1 yields (8.86)17; and differenti-
ating (8.81)1 with respect to yy yields (8.86)21. Also, rewriting (8.81)2 as

(8.89) X 1
x2 = −1

2
Yx1 ,

we get (8.86)4; and rewriting (8.81)3 as

(8.90) X 1
x1 =

1

2
X 2

x2 +
1

2
Yy + rYx1 + s∗ Yx1x1 ,

we get (8.86)1.
Next, differentiating (8.81)2 with respect to x1 and (8.81)3 with respect to x2, we get,

taking account of 0 = Yx2y = Yx1x2 = Yx1x1x2 , replacing Xx1x2 by −1
2
Yx1x1 and solving

for X 2
x2x2:

(8.91)
0 = X 1

x1x2 +
1

2
Yx1x1 ,

X 2
x2x2 = −(1 + s∗x2)Yx1x1 + rYx1 .

This is (8.86)7. Differentiating (8.91)2 with respect to x1, taking account of (8.83)1, we
get (8.86)16:

(8.92) X 2
x1x2x2 = rYx1 + rYx1x1 .
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We then replace X 1
x1 from (8.90) in (8.81)4:

(8.93)
0 = X 2

x1 + 2X 1
y + rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy+

+ rYx1x1 + s∗ Yx1y + s∗X 1
x1x1 .

We differentiate this equation with respect to x2, knowing Yx2 = 0:

(8.94)
0 = X 2

x1x2 + 2X 1
x2y + rX 1 + rX 1

x2 + rX 2 + rX 2
x2 + rX 2

x2x2 + rYx1 + rYy+

+ rYx1x1 + s∗x2 Yx1y + s∗x2 X 1
x1x1 + s∗Xx1x1x2 .

We replace: X 1
x2 from (8.89); X 2

x2x2 from (8.91)2; we differentiate (8.81)2 with respect to
x1x1 to replace X 1

x1x1x2 by rYx1x1 , thanks to (8.83)1; and we reorganize:

(8.95) 2X 1
x2y+s∗x2 Yx1y+s∗x2 X 1

x1x1 = −X 2
x1x2+rX 1+rX 2+rX 2

x2+rYx1+rYy+rYx1x1 .

We differentiate (8.81)2 with respect to y and (8.81)3 with respect to x1:

(8.96)
X 1

x2y +
1

2
Yx1y = 0,

Yx1y − 2X 1
x1x1 = −X 2

x1x2 + rYx1 + rYx1x1 .

For the three unknowns X 1
x1x1 , Yx1y, X 1

x2y, we solve the three equations (8.95), (8.96)1,
(8.96)2, reminding s∗x2(0) = 0:

(8.97)

X 1
x1x1 = rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 ,

Yx1y = rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 ,

X 1
x2y = rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 .

We get (8.86)11 and (8.86)9.
Thus, we may replace X 1

x1x1 and Yx1y in (8.81)4 to get (8.86)2:

(8.98) X 2
x1 = −2X 1

y + rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 .

Next, we differentiate (8.83)3 with respect to x1 and we replace: X 1
x1 from (8.90);

X 2
x1 from (8.98); Yx1y from (8.97)2; X 1

x1x1 from (8.97)1; Yx1x1x1 from (8.83)1; and we
compare with (8.83)2; we differentiate (8.96)1 with respect to x1 and (8.96)2 with respect
to x1; solving, we obtain four new relations:

(8.99)

X 1
x1x1x1 = rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 ,

Yx1x1y = rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 ,

X 2
x1x2y = rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 ,

X 2
x1x1x2 = rX 1 + rX 2 + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 .

We get (8.86)19 and (8.86)14.
Next, in (8.81)5, we replace: X 1

x1 from (8.90); X 2
x1 from (8.98); Yx1y from (8.97)2; we

get:

(8.100)
X 2

y = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1+

+ s∗X 2
x1x1 + s∗ Yyy + s∗X 1

x1y.

We differentiate (8.98) with respect to x1 and we replace: X 1
x1 from (8.90); X 2

x1 from
(8.98); Yx1y from (8.97)2; Yx1x1x1 from (8.83)1; X 2

x1x1x2 from (8.99)4; we get:

(8.101) X 2
x1x1 + 2X 1

x1y = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 .



42 JOËL MERKER

In (8.82)2, we replace: X 1
x1 from (8.90); X 1

x1x1 from (8.97)1; Yx1y from (8.97)2; and we
reorganize:
(8.102)
2X 2

x2y−6X 1
x1y−X 2

x1x1 = −2Yyy + rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 .

Differentiating (8.81)3 with respect to y, we replace: Yx1y from (8.97)2; Yx1x1y from
(8.99)2; and we reorganize:

(8.103) X 2
x2y − 2X 1

x1y = −Yyy + rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 .

For the three unknowns X 2
x1x1 , X 1

x1y, X 2
x2y, we then solve the four equations (8.101),

(8.102), (8.103), (8.83)4 (in which we replace: X 1
x1 from (8.90); X 2

x1 from (8.98); Yx1y

from (8.97)2; X 1
x1x1 from (8.97)1):

(8.104)
X 2

x1x1 = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy,

X 1
x1y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy,

X 2
x2y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

We get (8.86)6 and (8.86)10. Replacing then X 2
x1x1 , X 1

x1y in (8.100) gives

(8.105) X 2
y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

This is (8.86)5.
Next, we differentiate (8.103) with respect to x1 and we replace: X 1

x1 from (8.90); X 2
x1

from (8.98); Yx1y from (8.97)2; Yx1x1x1 from (8.83)1; X 2
x1x1x2 from (8.99)4; we get:

(8.106) Yx1yy +X 2
x1x2y−2X 1

x1x1y = rX 1+rX 2+rX 2
x2 +rYx1 +rYy +rYx1x1 +rX 2

x1x2 .

Also, we differentiate (8.83)3 with respect to y and we replace: X 2
y from (8.105); Yx1y

from (8.97)2; X 1
x1y from (8.104)2; Yx1x1y from (8.99)2; we get:

(8.107) Yx1yy−X 1
x1x1y = rX 1+rX 2+rX 1

y +rX 2
x2+rYx1+rYy+rYx1x1+rX 2

x1x2+rYyy.

Also, we replace in (8.82)3: X 1
x1 from (8.90); X 2

x1 from (8.98); Yx1y from (8.97)2; X 1
x1x1

from (8.97)1; X 2
x1x1 from (8.104)1; X 1

x1y from (8.104)2; we get:

(8.108) 4X 1
yy+3X 2

x1y = rX 1+rX 2+rX 1
y +rX 2

x2+rYx1+rYy+rYx1x1+rX 2
x1x2+rYyy.

We differentiate this equation with respect to x2 and we replace: 4X 1
x2yy by −2Yx1yy

from (8.89); X 1
x2 from (8.98); X 1

x2y from (8.97)3; (notice 0 = Yx1x2 = Yx2y); X 2
x2x2 from

(8.91)2; X 2
x1x2x2 from (8.92); we get:

(8.109)
−2Yx1yy +3X 2

x1x2y = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy.

For the three unknowns X 1
x1x1y, Yx1yy, X 2

x1x2y, we solve the three equations (8.106),
(8.107), (8.108); we get:
(8.110)
X 1

x1x1y = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy,

Yx1yy = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy,

X 2
x1x2y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

We get (8.86)20 and (8.86)18.
Next, in (8.93), we replace: Yx1y from (8.97)2; X 1

x1x1 from (8.97)1; we get:

(8.111) X 2
x1 + 2X 1

y = rX 1 + rX 2 + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 .
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We differentiate this equation with respect to y and we replace: X 2
y from (8.105); X 2

x2y

from (8.104)3; Yx1y from (8.97)2; Yx1x1y from (8.99)2; X 2
x1x2y from (8.99)3; we get:

(8.112) X 2
x1y+2X 1

yy = rX 1+rX 2+rX 1
y +rX 2

x2+rYx1+rYy+rYx1x1+rX 2
x1x2+rYyy.

For the two unknowns X 1
yy and X 2

x1y, we solve the two equations (8.108) and (8.112); we
get:

(8.113)
X 1

yy = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy,

X 2
x1y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

We get (8.86)12.
Next, we differentiate (8.113)1 with respect to x1 and we replace: X 1

x1 , X 2
x1 , X 1

x1y, Yx1y,
Yx1x1x1 , X 2

x1x1x2 , Yx1yy; we get:

(8.114) X 1
x1yy = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

Also, we differentiate (8.113)2 with respect to x1 and we replace:

(8.115) X 2
x1x1y = rX 1 + rX 2 + rX 1

y + rX 2
x2 + rYx1 + rYy + rYx1x1 + rX 2

x1x2 + rYyy.

Also, we differentiate (8.83)4 with respect to y; we replaceX 1
x1yy from (8.114), we replace

X 2
x1x1y from (8.115); and we achieve other evident replacements; we get:

(8.116) Yyyy = rX 1 + rX 2 + rX 1
y + rX 2

x2 + rYx1 + rYy + rYx1x1 + rX 2
x1x2 + rYyy.

This is (8.96)22, which completes the proof. ¤

Theorem 8.117. The bound dim SYM(E5) 6 10 is attained if and only if (E5) is equiv-
alent, through a diffeomorphism (x1, x2, y) 7−→ (X1, X2, Y ), to the model system

(8.118) YX2 = 0, YX1X1X1 = 0.

Proof. Firstly, setting r = s∗ = 0 everywhere, the solution to (8.81), (8.82), (8.83) is

(8.119)

X 1 = k + (c+ j)x1 − b x2 − h y + e x1x1 − d x1x2 + f x1y − e x2y,

X 2 = g + 2hx1 + 2j x2 − d x2x2 + 2e x1x2 − f x1x1,

Y = a+ 2b x1 + 2c y + d x1x1 + 2e x1y + f yy,

where a, b, c, d, e, f, g, h, j, k ∈ K are arbitrary. Computing the third prolongations of the
ten vector fields
(8.120)

∂

∂x1
,

∂

∂x2
,

∂

∂y
,

− x2 ∂

∂x1
+ 2x1 ∂

∂y
, x1 ∂

∂x1
+ 2y

∂

∂y
, x1 ∂

∂x1
+ 2x2 ∂

∂x2
, −y

∂

∂x1
+ 2x1 ∂

∂x2
,

− x1x2 ∂

∂x1
− x2x2 ∂

∂x2
+ x1x1 ∂

∂y
, (x1x1 − x2y)

∂

∂x1
+ 2x1x2 ∂

∂x2
+ 2x1y

∂

∂y
,

x1y
∂

∂x1
− x1x1 ∂

∂x2
+ yy

∂

∂y

one verifies that they all are tangent to the skeleton y2 = 1
4
(y1)

2, y1,1,1 = 0. Thus
the bound is attained. One then verifies ([FK2005a]) that the spanned Lie algebra is
isomorphic to so(5,C).
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Lemma 8.121. Assuming the normalizations of Lemma 8.54, the remainder O4 in (8.53)
is an O3(x

1, a1):

(8.122) y = b+
2x1a1 + x1x1a2 + a1a1x2

1− x2a2
+(x1)3 R+(x1)2a1 R+x1(a1)2 R+(a1)3 R.

Proof. Indeed, writing

(8.123) y = b+ x1 Λ1,0 + a1 Λ0,1 + x1x1 Λ2,0 + x1a1 Λ1,1 + a1a1 Λ0,2 + O3(x
1, a1),

with Λi,j = Λi,j(x2, a2), and developing the determinant (8.54) with respect to the powers
of (x1, a1), the vanishing of the coefficients of cst., of x1, of a1 yields the system

(8.124)





0 ≡ Λ1,0
a2 Λ0,1

x2 ,

0 ≡ Λ1,1 Λ1,0
x2a2 − 2 Λ2,0

a2 Λ0,1
x2 − Λ1,1

x2 Λ1,0
a2 ,

0 ≡ Λ1,1 Λ0,1
x2a2 − Λ1,1

a2 Λ0,1
x2 − 2 Λ0,2

x2 Λ1,0
a2 .

If the first equation yields Λ1,0
a2 ≡ 0, replacing in the second, using Λ2,0 = a2 + O2, we

deduce that Λ0,1
x2 ≡ 0 also. Similarly, Λ0,1

x2 ≡ 0 implies Λ1,0
a2 ≡ 0. Since the coordinate

system satisfies the normalization Π(0, a) ≡ Π(x, 0) ≡ 0, necessarily Λ1,0 = O(a2) and
Λ0,1 = O(x2). We deduce:

(8.125) 0 ≡ Λ1,0 ≡ Λ0,1.

Redeveloping the determinant, the vanishing of the coefficients of x1x1, of x1a1, of a1a1

yields the system

(8.126)





0 ≡ Λ1,1 Λ2,0
x2a2 − 2 Λ2,0

a2 Λ1,1
x2 ,

0 ≡ Λ1,1 Λ1,1
x2a2 − Λ1,1

a2 Λ1,1
x2 − 4 Λ2,0

a2 Λ0,2
x2 ,

0 ≡ Λ1,1 Λ0,2
x2a2 − 2 Λ0,2

x2 Λ1,1
a2 .

Since Λ1,1(0) = 2 6= 0, we may divide by Λ1,1, obtaining a PDE system with the three
functions Λ2,0

x2a2 , Λ1,1
x2a2 , Λ0,2

x2a2 in the left hand side. We observe that the normalizations of
Lemma 8.55 entail

(8.127) Λ2,0 = a2 + O(x2a2), Λ1,1 = 2 + O(x2a2), Λ0,2 = x2 + O(x2a2).

By cross differentiations in the mentioned PDE system, it follows that all the Taylor coef-
ficients of Λ2,0, Λ1,1, Λ0,2 are uniquely determined. As already discovered in [GM2003b],
the unique solution

(8.128) Λ2,0 =
a2

1− x2a2
, Λ1,1 =

2

1− x2a2
, Λ0,2 =

x2

1− x2a2
,

guarantees, when the remainder O3(x
1, a1) vanishes, that the determinant (8.45) indeed

vanishes identically. ¤
Conversely, suppose that dim SYM(E5) = 10 is maximal.
With ε 6= 0 small, replacing (x1, x2, y, a1, a2, b) by (εx1, x2, ε2y, εa1, a2, εεb) in (8.122)

and dividing by εε, the remainder terms become small:

(8.129) y = b+
2x1a1 + x1x1a2 + a1a1x2

1− x2a2
+ O(ε).

Then all the remainders in the equations ∆E5 of the skeleton are O(ε). We get ten gen-
erators similar to (8.120), plus an O(ε) perturbation. Thanks to the rigidity of so(5,C),
Theorem 5.15 provides a change of generators, close to the 10× 10 identity matrix, lead-
ing to the same structure constants as those of the ten vector fields (8.120). As in the end
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of the proof of Theorem 5.13, we may then straighten some relevant vector fields (exer-
cise) and finally check that their tangency to the skeleton implies that it is the model one.
Theorem 8.117 is proved. ¤
Corollary 8.130. Let M ⊂ C3 be a connected real analytic hypersurface whose Levi
form has uniform rank 1 that is 2-nondegenerate at every point. Then

(8.131) dim hol(M) 6 10,

and the bound is attained if and only if M is locally, in a neighborhood of Zariski-generic
points, biholomorphic to the model M0.

§9. DUAL SYSTEM OF PARTIAL DIFFERENTIAL EQUATIONS

9.1. Solvability with respect to the variables. Let M be as in §2.10 defined by y =
Π(x, a, b) or dually by b = Π∗(a, x, y).

Definition 9.2. M is solvable with respect to the variables if there exist an integer
κ∗ > 1 and multiindices δ(1), . . . , δ(n) ∈ Np with |δ(l)| > 1 for l = 1, . . . , n and
max16l6n |δ(l)| = κ∗, together with integers j(1), . . . , j(n) with 1 6 j(l) 6 m such that
the local K-analytic map

(9.3) Kn+m 3 (x, y) 7−→
((

Π∗j(0, x, y)
)16j6m

,
(
Π∗j(l)

aδ(l)(0, x, y)
)

16l6n

)
∈ Km+n

is of rank equal to n+m at (x, y) = (0, 0)

IfM is a complexified generic submanifold, solvability with respect to the parameters
is equivalent to solvability with respect to the variables, because Π∗ = Π. This is untrue
in general: with n = 2, m = 1, consider the system yx2 = 0, yx1x1 = 0, whose general
solutions is y(x) = b+ x1a with x2 absent.

To characterize generally such a degeneration property, we develope both

(9.4)

yj = Πj(x, a, b) =
∑

β∈Nn

xβ Πj
β(a, b) and

bj = Π∗j(a, x, y) =
∑

δ∈Np

aδ Π∗j
δ(x, y),

with analytic functions Πj
β(a, b), Π∗j

δ(x, y) and we introduce two K∞-valued maps

(9.5)
Q∞ : (a, b) 7−→ (

Πj
β(a, b)

)16j6m

β∈Nn
and

Q∗∞ : (x, y) 7−→ (
Π∗j

δ(x, y)
)16j6m

δ∈Np .

Since b 7→ (
Πj

0(0, b)
)16j6m and y 7→ (

Π∗j
0(0, y)

)16j6m are already both of rank m at the
origin, the generic ranks of these two maps, defined by testing the nonvanishing of minors
of their infinite Jacobian matrices, satisfy

(9.6)
genrkQ∞ = m+ pM and
genrkQ∗∞ = m+ nM

for some two integers 0 6 pM 6 p and 0 6 nM 6 n. So at a Zariski-generic point, the
ranks are equal to m+ pM and to m+ nM.

Proposition 9.7. There exists a local properK-analytic subset ΣM ofKn
x×Km

y ×Kp
a×Km

b

whose equations, of the specific form

(9.8) ΣM =
{
rν(a, b) = 0, ν ∈ N, r∗µ(x, y) = 0 µ ∈ N

}
,
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are obtained by equating to zero all (m + pM) × (m + pM) minors of JacQ∞ and all
(m+nM)× (m+nM) minors of JacQ∗∞, such that for every point p = (xp, yp, ap, bp) 6∈
ΣM, there exists a local change of coordinates respecting the separation of the variables
(x, y) and (a, b)

(9.9) (x, y, a, b) 7→ (
ϕ(x, y), h(a, b)

)
=: (x′, y′, a′, b′)

by whichM is transformed to a submanifoldM′ centered and localized at p′ = p having
equations

(9.10) y′ = Π′(x′, a′, b′) and dually b′ = Π′∗(a′, x′, y′)

with Π′ and Π′∗ independent of

(9.11)
(
x′nM+1, . . . , x

′
n

)
and of

(
a′pM+1, . . . , a

′
p

)
.

SoM′, may be considered to be living in KnM
x′ ×Km

y′ ×KpM
a′ ×Km

b′ and in such a smaller
space, at p′ = p, it is solvable both with respect to the parameters and to the variables.

Interpretation: by forgetting some innocuous variables, at a Zariski-generic point, any
M is both solvable with respect to the parameters and to the variables. These two as-
sumptions will be held up to the end of this Part I.

9.12. Dual system (E∗) and isomorphisms SYM(E) ' SYM
(VS(E)

)
=

SYM
(VS(E∗)

) ' SYM(E∗). To a system (E), we associate its submanifold of
solutions M := VS(E). Assuming it to be solvable with respect to the variables and
proceeding as in §2.10, we can derive a dual system of completely integrable partial
differential equations of the form

(E∗) bjaγ (a) = Gj
γ

(
a, b(a),

(
b
j(l)

aδ(l)(a)
)
16l6n

)
,

where (j, γ) 6= (j, 0) and 6= (j(l), δ(l)). Its submanifold of solutions VS(E∗) ≡ VS(E)
has equations dual to those of VS(E).
Theorem 9.13. Under the assumption of twin solvability, we have:

(9.14) SYM(E) ' SYM
(VS(E)

)
= SYM

(VS(E∗)
) ' SYM(E∗),

through L ←→ L+ L∗ = L∗ + L ←→ L∗.

§10. FUNDAMENTAL PAIR OF FOLIATIONS AND COVERING PROPERTY

10.1. Fundamental pair of foliations on M. As in §2, let (E) and M = VS(E) be
defined by y = Π(x, a, b) or dually by b = Π∗(a, x, y). Abbreviate

(10.2) z := (x, y) and c := (a, b).

Every transformation (z, c) 7→ (
ϕ(z), h(c)

)
belonging to Gv,p stabilizes both {z = cst.}

and {c = cst.}. Accordingly, the two foliations ofM
(10.3) Fv :=

⋃
c0

M∩ {
c = c0

}
and Fp :=

⋃
z0

M∩ {
z = z0

}

are invariant under changes of coordinates. We call (Fv,Fp) the fundamental pair of foli-
ations onM. The leaves of the foliation by variables Fv are n-dimensional:

(10.4) Fv(c0) =
{
(z, c0) : y = Π(x, c0)

}

The leaves of the foliation by parameters Fp are p-dimensional:

(10.5) Fp(c0) =
{
(z0, c) : b = Π∗(a, z0)

}
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We draw a diagram. In it, the positive codimension is invisible:

(10.6) m = dimM− dim Fv − dim Fp > 1

mnFv

mnM mnM

mnc

mnzmnFp

mnL

mnL∗

mn0

10.7. Chains Γk and dual chains Γ∗k. Similarly as in [GM2004, Me2005a, Me2005b,
MP2005] (in a CR context), we introduce two collections (Lk)16k6n and (L∗q)16q6p of
vector fields whose integral manifolds coincide with the leaves of Fv and of Fp:

(10.8)





Lk :=
∂

∂xk

+
m∑

j=1

∂Πj

∂xk

(x, a, b)
∂

∂yj
, k = 1, . . . , n,

L∗q :=
∂

∂aq
+

m∑
j=1

∂Π∗j

∂aq
(a, x, y)

∂

∂bj
, q = 1, . . . , p.

Let (z0, c0) = (x0, y0, a0, b0) ∈ M be a fixed point, let x1 := (x1
1, . . . , x

n
1 ) ∈ Kn and

define the multiple flow map
(10.9){

Lx1(x0, y0, a0, b0) := exp(x1L)(p0) := exp
(
xn

1Ln

( · · · (exp(x1
1L1(z0, c0))) · · · )

)

:=
(
x0 + x1,Π(x0 + x1, a0, b0), a0, b0

)
.

Similarly, for a1 = (a1
1, . . . , a

p
1) ∈ Kp, define the multiple flow map

(10.10) L∗a1
(x0, y0, a0, b0) :=

(
x0, y0, a0 + a1,Π

∗(a0 + a1, x0, y0)
)
.

Starting from the (z0, c0) = (0, 0) and moving alternately along Fv, Fp, Fv, etc., we obtain

(10.11)





Γ1(x1) := Lx1(0),

Γ2(x1, a1) := L∗a1
(Lx1(0)),

Γ3(x1, a1, x2) := Lx2(L
∗
a1

(Lx1(0))),

Γ4(x1, a1, x2, a2) := L∗a2
(Lx2(L

∗
a1

(Lx1(0)))),

and so on. Generally, we get chains Γk := Γk([xa]k), where [xa]k := (x1, a1, x2, a2, . . . )
with exactly k terms, where each xl ∈ Kn and each al ∈ Kp.

If, instead, the first movement consists in moving along Fp, we start with Γ∗1(a1) :=
L∗a1

(0), Γ∗2(a1, x1) := Lx1(L
∗
a1

(0)), etc., and generally we get dual chains Γ∗k([ax]k), where
[ax]k := (a1, x1, a2, x2, . . . ), with exactly k terms. Both Γk and Γ∗k have range inM.

For k = 1, 2, 3, · · · , integers ek and e∗k are defined inductively by

(10.12)
{
e1 + e2 + e3 + · · ·+ ek = genrkK(Γk),

e∗1 + e∗2 + e∗3 + · · ·+ e∗k = genrkK(Γ∗k).

By (10.9) and (10.10), it is clear that e1 = n, e2 = p, e∗1 = p, and e∗2 = n.
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Example 10.13. For yxx = 0, the submanifold of solutions M is simply y = b + xa,
whence

(10.14)





Γ1(x1) = (x1, 0, 0, 0),

Γ2(x1, a1) = (x1, 0, a1,−x1a1),

Γ3(x1, a1, x2) = (x1 + x2, x2a1, a1,−x1a1).

The rank at (0, 0, 0) of Γ3 is equal to two, not more. However, its generic rank is equal to
three. Similar observations hold for the two submanifolds of solutions y = b+xxa+xaa
and y = b+ xa1 + xxa2 (in K5).

Lemma 10.15. If genrkK(Γk+1) = genrkK(Γk), then for each positive integer l > 1, we
have genrkK(Γk+l) = genrkK(Γk). The same stabilization property holds for Γ∗k.

10.16. Covering property. We now formulate a central concept.

Definition 10.17. The pair of foliations (Fv,Fp) is covering at the origin if there exists an
integer k such that the generic rank of Γk is (maximal possible) equal to dimK M. Since
for a1 = 0, the dual (k + 1)-th chain Γ∗k+1 identifies with the k-th chain Γk, the same
property holds for the dual chains.

Example 10.18. With n = 1, m = 2 and p = 1 the submanifold defined by y1 = b1 and
y2 = b2 + xa is twin solvable, but its pair of foliations is not covering at the origin. Then
SYM(M) is infinite-dimensional, since for a = a(y1) an arbitrary function, it contains
a(y1) ∂

∂y1 + a(b1) ∂
∂b1

.

Because we aim only to study finite-dimensional Lie symmetry groups of partial dif-
ferential equations, in the remainder of this Part I, we will constantly assume the covering
property to hold.

By Lemma 10.15, there exist two well defined integers µ and µ∗ such that
e3, e4, . . . , eµ+1 > 0, but eµ+l = 0 for all l > 2 and similarly, e∗3, e

∗
4, . . . , e

∗
µ∗+1 > 0,

but e∗µ∗+l = 0 for all l > 2. Since the pair of foliations is covering, we have the two
dimension equalities

(10.19)
{

n+ p+ e3 + · · ·+ eµ+1 = dimK M = n+m+ p,

p+ n+ e∗3 + · · ·+ e∗µ∗+1 = dimK M = n+m+ p.

By definition, the ranges of Γµ+1 and of Γ∗µ∗+1 cover (at least; more is true, see: Theo-
rem 10.28) an open subset ofM. Also, it is elementary to verify the four inequalities

(10.20)
µ 6 1 +m, µ∗ 6 1 +m,

µ 6 µ∗ + 1, µ∗ 6 µ+ 1.

In fact, since Γk+1 with x1 = 0 identifies with Γ∗k, the second line follows.

Definition 10.21. The type of the covering pair of foliations (Fv,Fp) is the pair of integers

(10.22) (µ, µ∗), with max(µ, µ∗) 6 1 +m.

Example 10.23. (Continued) We write down the explicit expressions of Γ4 and of Γ5:
(10.24)




Γ4(x1, a1, x2, a2; 0) =
(
x1 + x2, x2a1, a1 + a2, −x1a1 − x1a2 − x2a2,

)
,

Γ5(x1, a1, x2, a2, x3; 0) =
(
x1 + x2 + x3, x2a1 + x3a1 + x3a2, a1 + a2

− x1a1 − x1a2 − x2a2

)
.

Here, dimM = 3. By computing its Jacobian matrix, Γ5 is of rank 3 at every point
(x1, a1, 0,−a1,−x1) ∈ K5 with a1 6= 0. Since (obviously)

(10.25) Γ5

(
x1, a1, 0,−a1,−x1

)
= 0 ∈M,
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we deduce that Γ5 is submersive (“covering”) from a small neighborhood of(
x1, a1, 0,−a1,−x1

)
in K5 onto a neighborhood of the origin inM.

10.26. Covering a neighborhood of the origin inM. For (z0, c0) ∈ M fixed and close
to the origin, we denote by Γk

(
[xa]k; (z0, c0)

)
and by Γ∗k

(
[ax]k; (z0, c0)

)
the (dual) chains

issued from (z0, c0). For given parameters [xa]k = (x1, a1, x2, . . . ), we denote by [−xa]k
the collection (· · · ,−x2,−a1,−x2) with minus signs and reverse order; similarly, we
introduce [−ax]k. Notably, we have L−x1(Lx1(0)) = 0 (because L−x1+x1(·) = L0(·) = Id),
and also L−x1(L

∗
−a1

(L∗a1
(Lx1(0)))) = 0 and generally:

(10.27) Γk

(
[−xa]k; Γk([xa]k; 0)

) ≡ 0.

Geometrically speaking, by following backward the k-th chain Γk, we come back to 0.

Theorem 10.28. ([Me2005a, Me2005b], [∗]) The two maps Γ2µ+1 and Γ∗2µ∗+1 are sub-
mersive onto a neighborhood of the origin in M. Precisely, there exist two points
[xa]02µ+1 ∈ K(µ+1)n+µp and [ax]02µ∗+1 ∈ Kµ∗n+(µ∗+1)p arbitrarily close to the origin with
Γ2µ+1([xa]

0
2µ+1) = 0 and Γ∗2µ∗+1([ax]

0
2µ∗+1) = 0 such that the two maps

(10.29)

{
K(µ+1)n+µp 3 [xa]2µ+1 7−→ Γ2µ+1

(
[xa]2µ+1

) ∈M and

Kµ∗n+(µ∗+1)p 3 [ax]2µ∗+1 7−→ Γ∗2µ∗+1

(
[ax]2µ∗+1

) ∈M
are of rank n + m + p = dimK M at the points [xa]02µ and [ax]02µ∗ respectively. In
particular, the ranges of the two maps Γ2µ+1 and Γ∗2µ∗+1 cover a neighborhood of the
origin inM.

Let πz(z, c) := z and πc(z, c) := c be the two canonical projections. The next corollary
will be useful in Section 12. In the example above, it also follows that the map

(10.30) [xa]4 7→ πc

(
Γ4([xa4])

)
=

(
a1 + a2, −x1a1 − x1a2 − x2a2

) ∈ K2

is of rank two at all points [xa]04 :=
(
x0

1, a
0
1, 0,−a0

1

)
with a0

1 6= 0.

Corollary 10.31. ([Me2005a, Me2005b], [∗]) There exist two points [xa]02µ ∈ Kµ(n+p)

and [ax]02µ∗ ∈ Kµ∗(n+p) arbitrarily close to the origin with πc(Γ2µ([xa]02µ)) = 0 and
πz

(
Γ∗2µ∗([ax]

0
2µ∗)) = 0 such that the two maps

(10.32)

{
Kµ(n+p) 3 [xa]2µ 7−→ πc

(
Γ2µ([xa]2µ)

) ∈ Km+p and

Kµ∗(n+p) 3 [ax]2µ∗ 7−→ πz

(
Γ∗2µ∗([ax]2µ∗)

) ∈ Kn+m

are of rank m+ p at the point [xa]02µ ∈ Kµ(n+p) and of rank n+m at the point [ax]02µ∗ ∈
Kµ∗(n+p).

In the case m = 1 (single dependent variable y ∈ K), the covering property always
hold with µ = µ∗ = 2.

§11. FORMAL AND SMOOTH EQUIVALENCES BETWEEN SUBMANIFOLDS OF
SOLUTIONS

11.1. Transformations of submanifolds of solutions. Lemma 7.3 shows that every
equivalence ϕ between two PDE systems (E) and (E ′) lifts as a transformation which
respects the separation between variables and parameters of the form
(11.2)
(x, y, a, b) 7−→ (

φ(x, y), ψ(x, y), f(a, b), g(a, b)
)

=
(
ϕ(x, y), h(a, b)

)
=: (x′, y′, a′, b′)
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from the source submanifolds of solutions M := VS(E) to the target M′ := VS(E ′),
whose equations are

(11.3)
y = Π(x, c) or dually b = Π∗(a, z) and

y′ = Π′(x′, c′) or dually b′ = Π′∗(a′, z′).

The study of transformations between submanifolds of solutions possesses strong similar-
ities with the study of CR mappings between CR manifolds ([Pi1975, We1977, DW1980,
BJT1985, DF1988, BER1999, Me2005a, Me2005b]). In fact, one may transfer the whole
theory of the analytic reflection principle to this more general context. In the present §10
and in the next §11, we select and establish some of the results that are useful to the Lie
theory. Some accessible open questions will also be formulated.

Maps of the form (11.2) send leaves of Fv and of Fp to leaves of F′v, and of F′p, respec-
tively.

mnM

mnKn+2m+p

mn0

mnKn+2m+p

mnFp

mnFv

mnc

mnz

mnF′p

mnc′

mnz′mn0′

mnF′v

mn(ϕ, h)

mn(ϕ(z), h(c))

mnΓ∗([ax]2)

mnΓ∗([ax]3)

mnΓ∗(a1)

mnM′

11.4. Regularity and jet parametrization. Some strong rigidity properties underly the
above diagram. Especially, the smoothness of the two pairs

(
Fv, Fp

)
and

(
F′v, F′p

)
governs

the smoothness of (ϕ, h).
We shall study the regularity of a purely formal map (z′, c′) =

(
ϕ(z), h(c)

)
, namely

ϕ(z) ∈ K[[z]]n+m and h(c) ∈ K[[c]]p+m, assuming (E) and (E ′) to be analytic. Concretely,
the assumption that (ϕ, h) mapsM toM′ reads as one of the four equivalent identities:

(11.5)





ψ
(
x,Π(x, c)

) ≡ Π′(φ(x,Π(x, c)), h(c)
)
,

ψ(z) ≡ Π′(φ(z), h(a,Π∗(a, z)
)
,

g
(
a,Π∗(a, z)

) ≡ Π′∗(f(a,Π∗(a, z)), ϕ(z)
)
,

g(c) ≡ Π′∗(f(c), ϕ(x,Π(x, c))
)
,

in K[[x, c]]m and in K[[a, z]]m.

Theorem 11.6. Let (ϕ, h) := M → M′ be a purely formal equivalence between two
localK-analytic submanifolds of solutions. Assume that the fundamental pair of foliations
(Fv,Fp) is covering at the origin, with type (µ, µ∗) at the origin. Assume thatM′ is both
κ-solvable with respect to the parameters and κ∗-solvable with respect to the variables.
Set ` := µ∗(κ + κ∗) and `∗ := µ(κ∗ + κ). Then there exist two Kn+m-valued and Kp+m-
valued local K-analytic maps Φ` and H`∗ , constructible only by means of Π, Π∗, Π′, Π′∗,
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such that the following two formal power series identities hold:

(11.7)

{
ϕ(z) ≡ Φ`

(
z, J `

zϕ(0)
)
,

h(c) ≡ H`∗
(
c, J `∗

c h(0)
)
,

in K[[z]]n+m and in K[[c]]p+m, where J `
zϕ(0) denotes the `-th jet of h at the origin and

similarly for J `∗
c h(0). In particular, as a corollary, we have the following two automatic

regularity properties:

• ϕ(z) ∈ K{z}n+m and h(c) ∈ K{c}p+m are in fact convergent;

• if in additionM andM′ are K-algebraic in the sense of Nash, then Φ` and H`∗

are also K-algebraic, whence ϕ(z) ∈ AK{z}n+m and h(c) ∈ AK{c}p+m are in
fact K-algebraic.

Proof. We remind the explicit expressions of the two collections of vector fields spanning
the leaves of the two foliations Fv and Fp:

(11.8)





Lk :=
∂

∂xk

+
m∑

j=1

∂Πj

∂xk

(x, c)
∂

∂yj
, k = 1, . . . , n,

L∗q :=
∂

∂aq
+

m∑
j=1

∂Π∗j

∂aq
(a, z)

∂

∂bj
, q = 1, . . . , p.

Observe that differentiating the first line of (11.5) with respect to xk amounts to applying
the derivation Lk. Similarly, differentiating the third line of (11.5) with respect to aq

amounts to applying L∗q . We thus get for (z, c) ∈M

(11.9)





Lk ψ(z) =
n∑

l=1

∂Π′

∂x′l
(
φ(z), h(c)

)
Lk φ

l(z) and

L∗q g(c) =

p∑
r=1

∂Π′∗

∂a′r
(
f(c), ϕ(z)

)
L∗q f

r(c),

It follows from det
(

∂ϕk

∂zl

)
(0) 6= 0 and det

(
∂hk

∂cl

)
(0) 6= 0 that the two formal determinants

(11.10) det
(
Lk φ

l(z)
)16l6n

16k6n
and det

(
L∗q f

r(c)
)16r6p

16q6p

have nonvanishing constant term. Consequently, these two matrices are invertible inK[[z]]
and in K[[c]]. So there exist universal polynomials Sj

l and S∗jr such that

(11.11)





∂Π′j

∂x′l
(
ϕ(z), h(c)

)
=

Sj
l

({
Lk′ ϕ

i′(z)
}16i′6n+m

16k′6n

)

det
(
Lk′ φl′(z)

)16l′6n

16k′6n

and

∂Π′∗j

∂a′r
(
f(c), ϕ(z)

)
=

S∗jr
({

L∗q′ h
i′(c)

}16i′6p+m

16q′6p

)

det
(
L∗q′ f

r′(c)
)16r′6p

16q′6p

,

for 1 6 j 6 m, for 1 6 l 6 n, for 1 6 r 6 p and for (z, c) ∈M.
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Again, we apply the vector fields Lk to the obtained first line and the vector fields L∗q to
the obtained second line, getting, thanks to the chain rule:
(11.12)




n∑

l2=1

∂2Π′j

∂x′l1x′l2
(
φ(z), h(c)

)
Lk φ

l2(z) =
Rj

l1,k

({
Lk′1Lk′2ϕ

i′(z)
}16i′6n+m

16k′1,k′26n

)

[
det

(
Lk′ φl′(z)

)16l′6n

16k′6n

]2 and

p∑
r2=1

∂2Π′∗j

∂a′r1a′r2

(
f(c), ϕ(z)

)
L∗q f

r2(c) =
R∗jr1,q

({
L∗q′1L

∗
q′2
hi′(c)

}16i′6p+m

16q′1,q′26p

)

[
det

(
L∗q′ f

r′(c)
)16r′6p

16q′6p

]2 ,

for 1 6 j 6 m, for 1 6 l1, l2 6 n, for 1 6 r1, r2 6 p and for (z, c) ∈ M. Here, Rj
l1,k and

R∗jr1,q are universal polynomials. Then applying once more Cramer’s rule, we get

(11.13)





∂2Π′j

∂x′l1x′l2
(
φ(z), h(c)

)
=

Sj
l1,l2

({
Lk′1Lk′2ϕ

i′(z)
}16i′6n+m

16k′1,k′26n

)

[
det

(
Lk′ φl′(z)

)16l′6n

16k′6n

]3 and

∂2Π′∗j

∂a′r1a′r2

(
f(c), ϕ(z)

)
=

S∗jr1,r2

(
{L∗q′1L

∗
q′2
hi′(c)}16i′6p+m

16q′1,q′26p

)

[
det

(
L∗q′ f

r′(c)
)16r′6p

16q′6p

]3 .

By induction, for every j with 1 6 j 6 m and every two multiindices β ∈ Nn and δ ∈ Np,
there exists two universal polynomials Sj

β and S∗jδ such that

(11.14)





∂|β|Π′j

∂x′β
(
φ(z), h(c)

)
=

Sj
β

({
Lβ′ϕi′(z)

}16i′6n+m

|β′|6|β|

)

[
det

(
Lk′ φl′(z)

)16l′6n

16k′6n

]2|β|+1
and

∂|γ|Π′∗j

∂a′δ
(
f(c), ϕ(z)

)
=

S∗jδ
({

L∗δ
′
hi′(c)

}16i′6p+m

|δ′|6|δ|

)

[
det

(
L∗q′ f

r′(c)
)16r′6p

16q′6p

]2|δ|+1
.

Here, for β′ ∈ Nn, we denote by Lβ′ the derivation of order |β′| defined by
(L1)

β′1 · · · (Ln)β′n . Similarly, for δ′ ∈ Np, L∗δ
′ denotes the derivation of order |δ′|

defined by (L∗1)
δ′1 · · · (L∗p)δ′p .

Next, by the assumption thatM′ is solvable with respect to the parameters, there exist
integers j(1), . . . , j(p) with 1 6 j(q) 6 m and multiindices β(1), . . . , β(p) ∈ Nn with
|β(q)| > 1 and max16q6p |β(q)| = κ such that the local K-analytic map

(11.15) Kp+m 3 c′ 7−→

(

Π′j(0, c′)
)16j6m

,

(
∂|β(q)|Π′j(q)

∂x′β(q)
(0, c′)

)

16q6p


 ∈ Kp+m

is of rank p+m at c′ = 0. Similarly, by the assumption thatM′ is solvable with respect to
the variables, there exist integers j∼(1), . . . , j∼(n) with 1 6 j∼(l) 6 m and multiindices
δ(1), . . . , δ(p) ∈ Nn with |δ(q)| > 1 and max16q6p |δ(q)| = κ∗ such that the local K-
analytic map

(11.16) Kn+m 3 z′ 7−→
(

(
Π′∗j(0, z′)

)16j6m
,

(
∂|δ(l)|Π′∗j∼(l)

∂a′δ(l)
(
0, z′

)
)

16l6n

)
∈ Kn+m
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is of rank n + m at z′ = 0. We then consider from the first line of (11.14) only the
(p + m) equations written for (j, 0), (j(q), β(q)) and we solve h(c) by means of the
analytic implicit function theorem; also, in the second line of (11.14), we consider the
(n+m) equations written for (j, 0), (j∼(l), δ(l)) and we solve ϕ(z). We get:

(11.17)





h(c) = Ĥ


φ(z),

S
j(1)
β(1)

({
Lβ′ϕi′(z)

}16i′6n+m

|β′|6|β(1)|

)

det
[(

Lk′ φl′(z)
)16l′6n

16k′6n

]2|β(1)|+1
, . . .

. . . ,
S

j(p)
β(p)

({
Lβ′ϕi′(z)

}16i′6n+m

|β′|6|β(p)|

)

det
[(

Lk′ φl′(z)
)16l′6n

16k′6n

]2|β(p)|+1


 ,

ϕ(z) = Φ̂


f(c),

S∗j
∼(1)

δ(1)

({
L∗δ

′
hi′(c)

}16i′6p+m

|δ′|6|δ(1)|

)

[
det

(
L∗q′ f

r′(c)
)16r′6p

16q′6p

]2|δ(1)|+1
, . . .

. . . ,
S∗j

∼(n)
δ(n)

({
L∗δ

′
hi′(c)

}16i′6p+m

|δ′|6|δ(n)|

)

[
det

(
L∗q′ f

r′(c)
)16r′6p

16q′6p

]2|δ(n)|+1


 ,

for (z, c) ∈M. The maps Ĥ and Φ̂ depend only on Π′, Π′∗.

Lemma 11.18. For every β′ ∈ Nn, there exists a universal polynomial Pβ′ in the jet
variables J |β

′|
z having K-analytic coefficients in (z, c) which depends only on Π, Π∗ such

that, for i′ = 1, . . . , n+m:

(11.19) Lβ′ϕi′(z) ≡ Pβ′

(
z, c, J |β

′|
z ϕi′(z)

)
.

A similar property holds for L∗δ
′
hi′(c).

We deduce that there exist two local K-analytic mappings Φ0
0 and H0

0 such that we can
write

(11.20)

{
ϕ(z) = Φ0

0

(
z, c, Jκ∗

c h(c)
)
,

h(c) = H0
0

(
z, c, Jκ

z ϕ(z)
)
,

for (z, c) ∈ M. Concretely, this means that we have two equivalent pairs of formal
identities

(11.21)

ϕ(z) ≡ Φ0
0

(
z, a, Π∗(a, z), Jκ∗

c h(a,Π∗(a, z))
)

ϕ
(
x,Π(x, c)

) ≡ Φ0
0

(
x, Π(x, c), c, Jκ∗

c h(c)
)

h(c) ≡ H0
0

(
x, Π(x, c), c, Jκ

z ϕ(x,Π(x, c))
)

h
(
a,Π∗(a, z)

) ≡ H0
0

(
z, a, Π∗(a, z), Jκ

z ϕ(z)
)

in K[[a, z]]n+m and in K[[x, c]]p+m. We notice that, whereas ϕ and h are a priori only
purely formal, by construction, Φ0

0 and H0
0 are K-analytic near

(
0, 0, Jκ∗

c h(0)
)

and near(
0, 0, Jκ

z ϕ(0)
)
.
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Next, we introduce the following vector fields with K-analytic coefficients tangent to
M:

(11.22)





Vj :=
∂

∂yj
+

m∑

l=1

∂Π∗l

∂yj
(a, z)

∂

∂bl
, j = 1, . . . ,m and

V∗j :=
∂

∂bj
+

m∑

l=1

∂Πl

∂bj
(x, c)

∂

∂yl
, j = 1, . . . ,m.

Indeed, we check that Vj1 [b
j2 − Π∗j2(a, z)] ≡ 0 and that V∗j1 [y

j2 − Πj2(x, c)] ≡ 0.

For δ′ ∈ Nm, we observe that Vδ′ϕ = ∂|δ
′|ϕ

∂yδ′ . Applying then Lβ′ with β′ ∈ Nn, we get
for i = 1, . . . , n+m:

(11.23) Lβ′Vδ′ϕi(z) = Qβ′,δ′
(
z, c, J |β

′|+|δ′|
z ϕi(z)

)
,

with Qβ′,δ′ universal. Since the n + m vector fields Lk and Vj , having coefficients de-
pending on (z, c), span the tangent space to Kn

x ×Km
y , the change of basis of derivations

yields, by induction, the following.

Lemma 11.24. For every α ∈ Nn+m, there exists a universal polynomial Pα in its last
variables with coefficients being K-analytic in (z, c) and depending only on Π, Π∗ such
that, for i = 1, . . . , n+m:

(11.25) ∂α
z ϕ

i(z) ≡ Pα

(
z, c,

(
Lβ′Vδ′ϕi(z)

)
|β′|+|δ′|6|α|

)
.

We are now in position to state and to prove the first fundamental technical lemma
which generalizes the two formulas (11.20) to arbitrary jets.

Lemma 11.26. For every λ ∈ N, there exist two local K-analytic maps, Φλ
0 valued in

K(n+m)Cλ
n+m+λ , and Hλ

0 valued in K(p+m)Cλ
p+m+λ , such that:

(11.27)

{
Jλ

z ϕ(z) ≡ Φλ
0

(
z, c, Jκ∗+λ

c h(c)
)
,

Jλ
c h(c) ≡ Hλ

0

(
z, c, Jκ+λ

z ϕ(z)
)
.

Proof. Consider for instance the first line. To obtain it, it suffices to apply the derivations
Lβ′Vδ′ with |β′| + |δ′| 6 λ to the first line of (11.20), to use the chain rule and to apply
Lemma 11.24. ¤

Let θ ∈ Kl, l ∈ N, let Q(θ) =
(
Q1(θ), . . . , Qn+2m+p(θ)

) ∈ K[[θ]]n+2m+p and let
a1 ∈ Kp. As the multiple flow of L∗ given by (10.10) does not act on the variables (x, y),
we have the trivial but crucial property:

(11.28) ϕ
(
L∗a1

(Q(θ))
) ≡ ϕ

(
πz(L

∗
a1

(Q(θ)))
) ≡ ϕ (πz(Q(θ))) ≡ ϕ (Q(θ)) .

At the end, we allow to suppress the projection πz: this slight abuse of notation will
lighten slightly the writting of further formulas. More generally, for λ ∈ N, a1 ∈ Kp,
x1 ∈ Kn:

(11.29)
Jλ

z ϕ
(
L∗a1

(Q(θ))
) ≡ Jλ

z ϕ
(
Q(θ)

)
and

Jλ
c h

(
Lx1(Q(θ))

) ≡ Jλ
c h

(
Q(θ)

)
.
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As a consequence, for 2k even and for 2k+1 odd, we have the following four cancellation
relations, useful below (we drop πz and πc after Jλ

z ϕ and after Jλ
c h):

(11.30)





Jλ
z ϕ

(
Γ2k([xa]2k)

) ≡ Jλ
z ϕ

(
Γ2k−1([xa]2k−1)

)
,

Jλ
c h

(
Γ∗2k([ax]2k)

) ≡ Jλ
c h

(
Γ∗2k−1([ax]2k−1)

)
,

Jλ
z ϕ

(
Γ∗2k+1([ax]2k+1)

) ≡ Jλ
z ϕ

(
Γ∗2k([ax]2k)

)
,

Jλ
c h

(
Γ2k+1([xa]2k+1)

) ≡ Jλ
c h

(
Γ2k([xa]2k)

)
.

We are now in position to state and to prove the second main technical proposition.

Proposition 11.31. For every even chain-length 2k and for every jet-height λ, there exist
two localK-analytic maps, Φλ

2k valued inK(n+m)Cλ
n+m+λ , andHλ

2k valued inK(p+m)Cλ
p+m+λ

such that:

(11.32)

{
Jλ

z ϕ
(
Γ∗2k

(
[ax]2k

)) ≡ Φλ
2k

(
[ax]2k, J

k(κ+κ∗)+λ
z ϕ(0)

)
and

Jλ
c h

(
Γ2k

(
[xa]2k

)) ≡ Hλ
2k

(
[xa]2k, J

k(κ+κ∗)+λ
c ϕ(0)

)
.

Similarly, for every odd chain length 2k+1 and for every jet eight λ, there exist two local
K-analytic maps, Φλ

2k+1 valued in K(n+m)Cλ
n+m+λ and Hλ

2k+1 valued in K(p+m)Cλ
p+m+λ ,

such that:

(11.33)

{
Jλ

z ϕ
(
Γ2k+1

(
[xa]2k+1

)) ≡ Φλ
2k+1

(
[xa]2k+1, J

kκ+(k+1)κ∗+λ
c h(0)

)
,

Jλ
c h

(
Γ∗2k+1

(
[ax]2k+1

)) ≡ Hλ
2k+1

(
[ax]2k+1, J

(k+1)κ+kκ∗+λ
z ϕ(0)

)
.

These maps depend only on Π, Π∗, Π′, Π′∗.

Proof. For 2k + 1 = 1, we replace (z, c) by Γ1([xa]1) in the first line of (11.27) and
by Γ∗1([ax]1) in the second line. Taking crucially account of the cancellation proper-
ties (11.29), we get:

(11.34)





Jλ
z ϕ

(
Γ1([xa]1)

) ≡ Φλ
0

(
Γ1([xa]1), J

κ∗+λ
c h

(
Γ1([xa]1)

))

≡ Φλ
0

(
Γ1([xa]1), J

κ∗+λ
c h(0))

)

=: Φλ
1

(
[xa]1, J

κ∗+λ
c h(0)

)
,

Jλ
c h

(
Γ∗1([ax]1)

) ≡ Hλ
0

(
Γ∗1([ax]1), J

κ+λ
z ϕ

(
Γ∗1([ax]1)

))

≡ Hλ
0

(
Γ∗1([ax]1), J

κ+λ
z ϕ(0)

)

=: Hλ
1

(
[ax]1, J

κ+λ
z ϕ(0)

)
.

Here, the third line defines Φλ
1 and the sixth line defines Hλ

1 . Thus, the proposition holds
for 2k + 1 = 1.

The rest of the proof proceeds by induction. We treat only the induction step from an
odd chain-length 2k + 1 to an even chain-length 2k + 2, the other induction step being
similar.

To this aim, we replace the variables (z, c) in the first line of (11.27) by Γ∗2k+2([ax]2k+2).
Taking account of the cancellation property and of the induction assumption:
(11.35)
Jλ

z ϕ
(
Γ∗2k+2

(
[ax]2k+2

)) ≡ Φλ
0

(
Γ∗2k+2([ax]2k+2), Jκ∗+λ

c h
(
Γ∗2k+2([ax]2k+2)

))

≡ Φλ
0

(
Γ∗2k+2([ax]2k+2), Jκ∗+λ

c h
(
Γ∗2k+1([ax]2k+1)

))

≡ Φλ
0

(
Γ∗2k+2([ax]2k+2), Hκ∗+λ

2k+1

(
[ax]2k+1, J (k+1)(κ+κ∗)+λ

c ϕ(0)
))

=: Φλ
2k+2

(
[ax]2k+2, J (k+1)(κ+κ∗)+λ

c ϕ(0)
)

,
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The last line defines Φλ
2k+2. Similarly, we replace (z, c) in the second line of (11.27)

by Γ2k+2([xa]2k+2). Taking account of the cancellation property and of the induction
assumption:
(11.36)

Jλ
c h

(
Γ2k+2([xa]2k+2)

) ≡ Hλ
0

(
Γ2k+2([xa]2k+2), Jκ+λ

c ϕ
(
Γ2k+2([xa]2k+2)

))

≡ Hλ
0

(
Γ2k+2([xa]2k+2), Jκ+λ

c ϕ
(
Γ2k+1([xa]2k+1)

))

≡ Hλ
0

(
Γ2k+2([xa]2k+2), Φκ+λ

2k+1

(
[xa]2k+1, J (k+1)(κ+κ∗)+λ

c h(0)
))

=: Hλ
2k+2

(
[xa]2k+2, J (k+1)(κ+κ∗)+λ

c h(0)
)

.

This completes the proof. ¤

End of the proof of Theorem 11.6. With (µ, µ∗) being the type of (Fv, Fp) and with
[ax]02µ∗ given by Corollary 10.31, the rank property (10.32) insures the existence of an
affine (n + m)-dimensional space H ⊂ Kµ∗(p+n) passing through [ax]02µ∗ and equipped
with a local parametrization

(11.37) Kn+m 3 s 7→ [ax]2µ∗(s) ∈ H
satisfying [ax]2µ∗(0) = [ax]02µ∗ , such that the map

(11.38) Kn+m 3 s 7−→ πz

(
Γ∗2µ∗([ax]2µ∗(s))

)
=: z(s) ∈ Kn+m

is a local diffeomorphism fixing 0 ∈ Kn+m. Replacing z by z(s) in ϕ(z) and applying the
formula in the first line of (11.32) with λ = 0 and with k = 2µ∗, we obtain

(11.39)

ϕ(z(s)) = ϕ
(
πz

(
Γ∗2µ∗([ax]2µ∗(s)

))

= ϕ
(
Γ∗2µ∗

(
[ax]2µ∗(s)

))

≡ Φ0
2µ∗

(
[ax]2µ∗(s), J

µ∗(κ+κ∗)
z ϕ(0)

)
.

Inverting s 7→ z = z(s) as z 7→ s = s(z), we finally get

(11.40)
ϕ(z) = ϕ(z(s(z))) ≡ Φ0

2µ∗
(
[ax]2µ∗(s(z)), J

µ∗(κ+κ∗)
z ϕ(0)

)

=: Φ`

(
z, Jµ∗(κ+κ∗)

z ϕ(0)
)
,

with ` := µ∗(κ + κ∗), where the last line defines Φ`. In conclusion, we have derived the
first line of (11.7). The second one is obtained similarly.

If Π, Π∗, Π′, Π′∗ are algebraic, so are Γk, Γ∗k, Ĥ , Φ̂, Φλ
0 , Hλ

0 , Φλ
k , Hλ

k and Φ`, H`∗ .
The proof of Theorem 11.6 is complete. ¤
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II: Explicit prolongations of infinitesimal Lie symmetries
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§1. JET SPACES AND PROLONGATIONS

1.1. Choice of notations for the jet space variables. Let K = R or C. Let n > 1 and
m > 1 be two positive integers and consider two sets of variables x = (x1, . . . , xn) ∈ Kn

and y = (y1, . . . , ym). In the classical theory of Lie symmetries of partial differential
equations, one considers certain differential systems whose (local) solutions should be
mappings of the form y = y(x). We refer to [Ol1986] and to [BK1989] for an exposi-
tion of the fundamentals of the theory. Accordingly, the variables x are usually called
independent, whereas the variables y are called dependent. Not to enter in subtle regu-
larity considerations (as in [Me2005b]), we shall assume C∞-smoothness of all functions
throughout this paper.

Let κ > 1 be a positive integer. For us, in a very concrete way (without fiber bundles),
the κ-th jet space J κ

n,m consists of the space Kn+m+m
(n+m)!
n! m! equipped with the affine co-

ordinates

(1.2)
(
xi, yj, yj

i1
, yj

i1,i2
, . . . . . . , yj

i1,i2,...,iκ

)
,

having the symmetries

(1.3) yj
i1,i2,...,iλ

= yj
iσ(1),iσ(2),...,iσ(λ)

,

for every λ with 1 6 λ 6 κ and for every permutation σ of the set {1, . . . , λ}. The
variable yj

i1,i2,...,iλ
is an independent coordinate corresponding to the λ-th partial derivative

∂λyj

∂xi1∂xi2 ···∂xiλ
. So the symmetries (1.3) are natural.

In the classical Lie theory ([OL1979], [Ol1986], [BK1989]), all the geometric objects:
point transformations, vector fields, etc., are local, defined in a neighborhood of some
point lying in some affine space KN . However, in this paper, the original geometric
motivations are rapidly forgotten in order to focus on combinatorial considerations. Thus,
to simplify the presentation, we shall not introduce any special notation to speak of certain
local open subsets of Kn+m, or of the jet space J κ

n,m = Kn+m+m
(n+m)!
n! m! , etc.: we will

always work in global affine spaces KN .

1.4. Prolongation ϕ(κ) of a local diffeomorphism ϕ to the κ-th jet space. In this para-
graph, we recall how the prolongation of a diffeomorphism to the κ-th jet space is defined
([OL1979], [Ol1986], [BK1989]).

Let x∗ ∈ Kn be a central fixed point and let ϕ : Kn+m → Kn+m be a diffeomorphism
whose Jacobian matrix is close to the identity matrix, at least in a small neighborhood of
x∗. Let

(1.5) Jκ
x∗ :=

(
xi
∗, y

j
∗i1 , y

j
∗i1,i2

, . . . . . . , yj
∗i1,i2,...,iκ

) ∈ J κ
n,m

∣∣
x∗

be an arbitrary κ-jet based at x∗. The goal is to defined its transformation ϕ(κ)(Jκ
x∗) by ϕ.
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To this aim, choose an arbitrary mapping Kn 3 x 7→ g(x) ∈ Km defined at least in a
neighborhood of x∗ and representing this κ-th jet, i.e. satisfying

(1.6) yj
∗i1,...,iλ

=
∂λgj

∂xi1 · · · ∂xiλ
(x∗),

for every λ ∈ N with 0 6 λ 6 κ, for all indices i1, . . . , iλ with 1 6 i1, . . . , iλ 6 n and
for every j ∈ N with 1 6 j 6 m. In accordance with the splitting (x, y) ∈ Kn × Km of
coordinates, split the components of the diffeomorphism ϕ as ϕ = (φ, ψ) ∈ Kn × Km.
Write (x, y) the coordinates in the target space, so that the diffeomorphism ϕ is:

(1.7) Kn+m 3 (x, y) 7−→ (x, y) =
(
φ(x, y), ψ(x, y)

) ∈ Kn+m.

Restrict the variables (x, y) to belong to the graph of g, namely put y := g(x) above,
which yields

(1.8)
{
x = φ(x, g(x)),

y = ψ(x, g(x)).

As the differential of ϕ at x∗ is close to the identity, the first family of n scalar equations
may be solved with respect to x, by means of the implicit function theorem. Denote
x = χ(x) the resulting mapping, satisfying by definition

(1.9) x ≡ φ (χ(x), g(χ(x))) .

Replace x by χ(x) in the second family of m scalar equations (1.8) above, which yields:

(1.10) y = ψ (χ(x), g(χ(x))) .

Denote simply by y = g(x) this last relation, where g(·) := ψ (χ(·), g(χ(·))).
In summary, the graph y = g(x) has been transformed to the graph y = g(x) by the

diffeomorphism ϕ.
Define then the transformed jet ϕ(κ)

(
Jκ

x∗

)
to be the κ-th jet of g at the point x∗ :=

φ(x∗), namely:

(1.11) ϕ(κ)
(
Jκ

x∗

)
:=

(
∂λgj

∂xi1 · · · ∂xiλ
(x∗)

)16j6m

16i1,...,iλ6n, 06λ6κ

∈ J κ
n,m

∣∣
x∗
.

It may be shown that this jet does not depend on the choice of a local graph y = g(x)
representing the κ-th jet Jκ

x∗ at x∗. Furthermore, if πκ := J κ
n,m → Km denotes the

canonical projection onto the first factor, the following diagram commutes:

J κ
n,m

ϕ(κ)

//

πκ

²²

J κ
n,m

πκ

²²
Kn+m

ϕ // Kn+m

.

1.12. Inductive formulas for the κ-th prolongation ϕ(κ). To present them, we change
our notations. Instead of (x, y), as coordinates in the target space Kn ×Km, we shall use
capital letters:

(1.13)
(
X1, . . . , Xn, Y 1, . . . , Y m

)
.

In the source space Kn+m equipped with the coordinates (x, y), we use the jet coordi-
nates (1.2) on the associated κ-th jet space. In the target space Kn+m equipped with the
coordinates (X,Y ), we use the coordinates

(1.14)
(
X i, Y j, Y j

Xi1
, Y j

Xi1Xi2
, . . . . . . , Y j

Xi1Xi2 ...Xiκ

)
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on the associated κ-th jet space; to avoid confusion with yi1 , yi1,i2 , . . . in subsequent for-
mulas, we do not write Yi1 , Yi1,i2 , . . . . In these notations, the diffeomorphism ϕ whose
first order approximation is close to the identity mapping in a neighborhood of x∗ may be
written under the form:

(1.15) ϕ :
(
xi′ , yj′) 7→ (

X i, Y j
)

=
(
X i(xi′ , yj′), Y j(xi′ , yj′)

)
,

for some C∞-smooth functions X i(xi′ , yj′), i = 1, . . . , n, and Y j(xi′ , yj′), j = 1, . . . ,m.
The first prolongation ϕ(1) of ϕ may be written under the form:

(1.16) ϕ(1) :
(
xi′ , yj′ , yj′

i′1

)
7−→

(
X i(xi′ , yj′), Y j(xi′ , yj′), Y j

Xi1

(
xi′ , yj′ , yj′

i′1

))
,

for some functions Y j

Xi1

(
xi′ , yj′ , yj′

i′1

)
which depend on the pure first jet variables yj′

i′1
. The

way how these functions depend on the first order partial derivatives functions X i
xi′ , X i

yj′ ,

Y j

xi′ , Y
j

yj′ and on the pure first jet variables yj′
i′1

is provided (in principle) by the following
compact formulas ([BK1989]):

(1.17)




Y j
X1

...
Y j

Xn


 =




D1
1X

1 · · · D1
1X

n

... · · · ...
D1

nX
1 · · · D1

nX
n



−1 


D1

1Y
j

...
D1

nY
j


 ,

where, for i′ = 1, . . . , n, the symbol D1
i′ denotes the i′-th first order total differentiation

operator:

(1.18) D1
i′ :=

∂

∂xi′ +
m∑

j′=1

yj′
i′

∂

∂yj′ .

Striclty speaking, these formulas (1.17) are not explicit, because an inverse matrix is in-
volved and because the terms D1

i′X
i, D1

i′Y
j are not developed. However, it would be

feasible and elementary to write down the corresponding totally explicit complete formu-
las for the functions Y j

Xi1
= Y j

Xi1

(
xi′ , yj′ , yj′

i′1

)
.

Next, the second prolongation ϕ(2) is of the form
(1.19)
ϕ(2) :

(
xi′ , yj′ , yj′

i′1
, yj′

i′1,i′2

)
7−→

(
ϕ(1)

(
xi′ , yj′ , yj′

i′1

)
, Y j

Xi1Xi2

(
xi′ , yj′ , yj′

i′1
, yj′

i′1,i′2

))
,

for some functions Y j

Xi1Xi2

(
xi′ , yj′ , yj′

i′1
, yj′

i′1,i′2

)
which depend on the pure first and second

jet variables. For i = 1, . . . , n, the expressions of Y j

Xi1Xi are given by the following
compact formulas (again [BK1989]):

(1.20)




Y j

Xi1X1

...
Y j

Xi1Xn


 =




D1
1X

1 · · · D1
1X

n

... · · · ...
D1

nX
1 · · · D1

nX
n



−1




D2
1Y

j

Xi1

...
D2

nY
j

Xi1


 ,

where, for i′ = 1, . . . , n, the symbolD2
i′ denotes the i′-th second order total differentiation

operator:

(1.21) D2
i′ :=

∂

∂xi′ +
m∑

j′=1

yj′
i′

∂

∂yj′ +
m∑

j′=1

n∑

i′1=1

yj′
i′,i′1

∂

∂yj′
i′1

.

Again, these formulas (1.20) are not explicit in the sense that an inverse matrix is involved
and that the terms D1

i′X
i, D2

i′Y
j

Xi1
are not developed. It would already be a nontrivial
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computational task to develope these expressions and to find out some nice satisfying
combinatorial formulas.

In order to present the general inductive non-explicit formulas for the computation of
the κ-th prolongationϕ(κ), we need some more notation. Let λ ∈ N be an arbitrary integer.
For i′ = 1, . . . , n, letDλ

i′ denotes the i′-th λ-th order total differentiation operators, defined
precisely by:
(1.22)




Dλ
i′ :=

∂

∂xi′ +
m∑

j′=1

yj′
i′

∂

∂yj′ +
m∑

j′=1

n∑

i′1=1

yj′
i′,i′1

∂

∂yj′
i′1

+
m∑

j′=1

n∑

i′1,i′2=1

yj′
i′,i′1,i′2

∂

∂yj′
i′1,i′2

+

+ · · ·+
m∑

j′=1

n∑

i′1,i′2,...,i′λ−1=1

yj′
i′,i′1,i′2,...,i′λ−1

∂

∂yj′
i′1,i′2,...,i′λ−1

.

Then, for i = 1, . . . , n, the expressions of Y j

Xi1 ···Xiλ−1Xi
are given by the following com-

pact formulas (again [BK1989]):

(1.23)




Y j

Xi1 ···Xiλ−1X1

...
Y j

Xi1 ···Xiλ−1Xn


 =




D1
1X

1 · · · D1
1X

n

... · · · ...
D1

nX
1 · · · D1

nX
n



−1




Dλ
1Y

j

Xi1 ···Xiλ−1

...
Dλ

nY
j

Xi1 ···Xiλ−1


 .

Again, these inductive formulas are incomplete and unsatisfactory.

Problem 1.24. Find totally explicit complete formulas for the κ-th prolongation ϕ(κ).

Except in the cases κ = 1, 2, we have not been able to solve this problem. The case
κ = 1 is elementary. Complete formulas in the particular cases κ = 2, n = 1, m > 1
and n > 1, m = 1 are implicitely provided in [Me2004] and in Section ?(?), where
one observes the appearance of some modifications of the Jacobian determinant of the
diffeomorphism ϕ, inserted in a clearly understandable combinatorics. In fact, there is a
nice dictionary between the formulas for ϕ(2) and the formulas for the second prolongation
L(2) of a vector field L which were written in equation (43) of [GM2003a] (see also
equations (2.6), (3.20), (4.6) and (5.3) in the next paragraphs). In the passage from ϕ(2)

to L(2), a sort of formal first order linearization may be observed and the reverse passage
may be easily guessed. However, for κ > 3, the formulas for ϕ(κ) explode faster than the
formulas for the κ-th prolongation L(κ) of a vector field L. Also, the dictionary between
ϕ(κ) and L(κ) disappears. In fact, to elaborate an appropriate dictionary, we believe that
one should introduce before a sort of formal (κ − 1)-th order linearizations of ϕ(κ), finer
than the first order linearization L(κ). To be optimistic, we believe that the final answer to
Problem 1.24 is, nevertheless, accessible after hard work.

The present article is devoted to present totally explicit complete formulas for the κ-th
prolongation L(κ) of a vector field L to J κ

n,m, for n > 1 arbitrary, for m > 1 arbitrary and
for κ > 1 arbitrary.

1.25. Prolongation of a vector field to the κ-th jet space. Consider a vector field

(1.26) L =
n∑

i=1

X i(x, y)
∂

∂xi
+

m∑
j=1

Yj(x, y)
∂

∂yj
,

defined in Kn+m. Its flow:

(1.27) ϕt(x, y) := exp (tL) (x, y)

constitutes a one-parameter family of diffeomorphisms ofKn+m close to the identity. The
lift (ϕt)

(κ) to the κ-th jet space constitutes a one-parameter family of diffeomorphisms of
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J κ
n,m. By definition, the κ-th prolongation L(κ) of L to the jet space J κ

n,m is the infinitesi-
mal generator of (ϕt)

(κ), namely:

(1.28) L(κ) :=
d

dt

∣∣∣∣
t=0

[
(ϕt)

(κ)
]
.

1.29. Inductive formulas for the κ-th prolongation L(κ). As a vector field defined in
Kn+m+m

(n+m)!
n! m! , the κ-th prolongation L(κ) may be written under the general form:

(1.30)





L(κ) =
n∑

i=1

X i ∂

∂xi
+

m∑
j=1

Yj ∂

∂yj
+

+
m∑

j=1

n∑
i1=1

Yj
i1

∂

∂yj
i1

+
m∑

j=1

n∑
i1,i2=1

Yj
i1,i2

∂

∂yj
i1,i2

+ · · ·+

+
m∑

j=1

n∑
i1,...,iκ=1

Yj
i1,...,iκ

∂

∂yj
i1,...,iκ

.

Here, the coefficients Yj
i1

, Yj
i1,i2

, . . . , Yj
i1,i2,...,iκ

are uniquely determined in terms of
partial derivatives of the coefficientsX i andYj of the original vector fieldL, together with
the pure jet variables

(
yj

i1
, . . . , yj

i1,...,iκ

)
, by means of the following fundamental inductive

formulas ([OL1979], [Ol1986], [BK1989]):

(1.31)





Yj
i1

:= D1
i1

(Yj
)−

n∑

k=1

D1
i1

(X k
)
yj

k,

Yj
i1,i2

:= D2
i2

(
Yj

i1

)−
n∑

k=1

D1
i2

(X k
)
yj

i1,k,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

Yj
i1,i2,...,iκ

:= Dκ
iκ

(
Yj

i1,i2,...,iκ−1

)
−

n∑

k=1

D1
iκ

(X k
)
yj

i1,i2,...,iκ−1,k,

where, for every λ ∈ N with 0 6 λ 6 κ, and for every i ∈ N with 1 6 i′ 6 n, the i′-th
λ-th order total differentiation operator Dλ

i′ was defined in (1.22) above.

Problem 1.32. Applying these inductive formulas, find totally explicit complete formulas
for the κ-th prolongation L(κ).

The present article is devoted to provide all the desired formulas.

1.33. Methodology of induction. We have the intention of presenting our results in a
purely inductive style, based on several thorough visual comparisons between massive
formulas which will be written and commented in four different cases:

(i) n = 1 and m = 1; κ > 1 arbitrary;
(ii) n > 1 and m = 1; κ > 1 arbitrary;

(iii) n = 1 and m > 1; κ > 1 arbitrary;
(iv) general case: n > 1 and m > 1; κ > 1 arbitrary.

Accordingly, we shall particularize and slightly lighten our notations in each of the
three (preliminary) cases (i) [Section 2], (ii) [Section 3] and (iii) [Section 4].
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§2. ONE INDEPENDENT VARIABLE AND ONE DEPENDENT VARIABLE

2.1. Simplified adapted notations. Assume n = 1 and m = 1, let κ ∈ N with κ > 1 and
simply denote the jet variables by:

(2.2) (x, y, y1, y2, . . . , yκ) ∈ J κ
1,1.

The κ-th prolongation of a vector field L = X ∂
∂x

+ Y ∂
∂y

will be denoted by:

(2.3) L(κ) = X ∂

∂x
+ Y ∂

∂y
+ Y1

∂

∂y1

+ Y2
∂

∂y2

+ · · ·+ Yκ
∂

∂yκ

.

The coefficients Y1, Y2, . . . , Yκ are computed by means of the inductive formulas:

(2.4)





Y1 := D1(Y)−D1(X ) y1,

Y2 := D2(Y1)−D1(X ) y2,

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
Yκ := Dκ(Yκ−1)−D1(X ) yκ,

where, for 1 6 λ 6 κ:

(2.5) Dλ :=
∂

∂x
+ y1

∂

∂y
+ y2

∂

∂y1

+ · · ·+ yλ
∂

∂yλ−1

.

By direct elementary computations, for κ = 1 and for κ = 2, we obtain the following two
very classical formulas :

(2.6)





Y1 = Yx + [Yy −Xx] y1 + [−Xy] (y1)
2,

Y2 = Yx2 + [2Yxy −Xx2 ] y1 + [Yy2 − 2Xxy] (y1)
2 + [−Xy2 ] (y1)

3+

+ [Yy − 2Xx] y2 + [−3Xy] y1 y2.

Our main objective is to devise the general combinatorics. Thus, to attain this aim, we
have to achieve patiently formal computations of the next coefficients Y3, Y4 and Y5. We
systematically use parentheses [·] to single out every coefficient of the polynomials Y3,
Y4 and Y5 in the pure jet variables y1, y2, y3, y4 and y5, putting every sign inside these
parentheses. We always put the monomials in the pure jet variables y1, y2, y3, y4 and y5

after the parentheses. For completeness, let us provide the intermediate computation of
the third coefficient Y3. In detail:

Y3 = D3 (Y2)−D1 (X ) y3

=

(
∂

∂x
+ y1

∂

∂y
+ y2

∂

∂y1

+ y3
∂

∂y2

) (
Yx2 + [2Yxy −Xx2 ] y1+

+ [Yy2 − 2Xxy] (y1)
2 + [−Xy2 ] (y1)

3+

+ [Yy − 2Xx] y2 + [−3Xy] y1 y2

)

(2.7)

= Yx3
1

+ [2Yx2y −Xx3 ] y1 2
+ [Yxy2 − 2Xx2y] (y1)

2

3
+ [−Xxy2 ] (y1)

3

4
+

+ [Yxy − 2Xx2 ] y2 6
+ [−3Xxy] y1y2 7

+ [Yx2y] y1 2
+

+ [2Yxy2 −Xx2y] (y1)
2

3
+ [Yy3 − 2Xxy2 ] (y1)

3

4
+ [−Xy3 ] (y1)

4

5
+
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+ [Yy2 − 2Xxy] y1y2 7
+ [−3Xy2 ] (y1)

2y2 8
+ [2Yxy −Xx2 ] y2 6

+

+ [Yy2 − 2Xxy] 2 y1y2 7
+ [−Xy2 ] 3(y1)

2y2 8
+ [−3Xy] (y2)

2

9
+

+ [Yy − 2Xx] y3 10
+ [−3Xy] y1y3 11

−
− [Xx] y3 10

− [Xy] y1y3 11
.

We have underlined all the terms with a number appended. Each number refers to the
order of appearance of the terms in the final simplified expression of Y3, also written
in [BK1989] with different notations:

(2.8)





Y3 = Yx3 + [3Yx2y −Xx3 ] y1 + [3Yxy2 − 3Xx2y] (y1)
2+

+ [Yy3 − 3Xxy2 ] (y1)
3 + [−Xy3 ] (y1)

4 + [3Yxy − 3Xx2 ] y2+

+ [3Yy2 − 9Xxy] y1y2 + [−6Xy2 ] (y1)
2y2 + [−3Xy] (y2)

2+

+ [Yy − 3Xx] y3 + [−4Xy] y1y3.

After similar manual computations, the intermediate details of which we will not copy in
this Latex file, we get the desired expressions of Y4 and of Y5. Firstly:

(2.9)





Y4 = Yx4 +
[
4Yx3y −Xx4

]
y1 +

[
6Yx2y2 − 4Xx3y

]
(y1)2+

+
[
4Yxy3 − 6Xx2y2

]
(y1)3 +

[Yy4 − 4Xxy3

]
(y1)4 +

[−Xy4

]
(y1)5+

+
[
6Yx2y − 4Xx3

]
y2 +

[
12Yxy2 − 18Xx2y

]
y1y2+

+
[
6Yy3 − 24Xxy2

]
(y1)2y2 +

[−10Xy3

]
(y1)3y2+

+
[
3Yy2 − 12Xxy

]
(y2)2 +

[−15Xy2

]
y1(y2)2+

+ [4Yxy − 6Xx2 ] y3 +
[
4Yy2 − 16Xxy

]
y1y3 +

[−10Xy2

]
(y1)2y3+

+ [−10Xy] y2y3 + [Yy − 4Xx] y4 + [−5Xy] y1y4.

Secondly:

(2.10)





Y5 = Yx5 +
[
5Yx4y −Xx5

]
y1 +

[
10Yx3y2 − 5Xx4y

]
(y1)2+

+
[
10Yx2y3 − 10Xx3y2

]
(y1)3 +

[
5Yxy4 − 10Xx2y3

]
(y1)4+

+
[Yy5 − 5Xxy4

]
(y1)5 +

[−Xy5

]
(y1)6 +

[
10Yx3y − 5Xx4

]
y2+

+
[
30Yx2y2 − 30Xx3y

]
y1y2 +

[
30Yxy3 − 60Xx2y2

]
(y1)2y2+

+
[
10Yy4 − 50Xxy3

]
(y1)3y2 +

[−15Xy4

]
(y1)4y2+

+
[
15Yxy2 − 30Xx2y

]
(y2)2 +

[
15Yy3 − 75Xxy2

]
y1(y2)2+

+
[−45Xy3

]
(y1)2(y2)2 +

[−15Xy2

]
(y2)3+

+
[
10Yx2y − 10Xx3

]
y3 +

[
20Yxy2 − 40Xx2y

]
y1y3+

+
[
10Yy3 − 50Xxy2

]
(y1)2y3 +

[−20Xy3

]
(y1)3y3+

+
[
10Yy2 − 50Xxy

]
y2y3 +

[−60Xy2

]
y1y2y3 + [−10Xy] (y3)2+

+ [5Yxy − 10Xx2 ] y4 +
[
5Yy2 − 25Xxy

]
y1y4 +

[−15Xy2

]
(y1)2y4+

+ [−15Xy] y2y4 + [Yy − 5Xy] y5 + [−6Xy] y1y5.

2.11. Formal inspection, formal intuition and formal induction. Now, we have to
comment these formulas. We have written in length the five polynomials Y1, Y2, Y3,
Y4 and Y5 in the pure jet variables y1, y2, y3, y4 and y5. Except the first “constant” term
Yxκ , all the monomials in the expression of Yκ are of the general form

(2.12) (yλ1)
µ1 (yλ2)

µ2 · · · (yλd
)µd ,
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for some positive integer d > 1, for some collection of strictly increasing jet indices:

(2.13) 1 6 λ1 < λ2 < · · · < λd 6 κ,

and for some positive integers µ1, . . . , µd > 1. This and the next combinatorial facts may
be confirmed by reading the formulas giving Y1, Y2, Y3, Y4 and Y5. It follows that the
integer d satisfies the inequality d 6 κ + 1. To include the first “constant” term Yxκ , we
shall make the convention that putting d = 0 in the monomial (2.12) yields the constant
term 1.

Furthermore, by inspecting the formulas giving Y1, Y2, Y3, Y4 and Y5, we see that
the following inequality should be satisfied:

(2.14) µ1λ1 + µ2λ2 + · · ·+ µdλd 6 κ+ 1.

For instance, in the expression of Y4, the two monomials (y1)
3y2 and y1(y2)

2 do appear,
but the two monomials (y1)

4y2 and (y1)
2(y2)

2 cannot appear. All coefficients of the pure
jet monomials are of the general form:

(2.15)
[
AYxαyβ+1 −B Xxα+1yβ

]
,

for some nonnegative integersA,B, α, β ∈ N. SometimesA is zero, butB is zero only for
the (constant, with respect to pure jet variables) term Yxκ . Importantly, X is differentiated
once more with respect to x and Y is differentiated once more with respect to y. Again,
this may be confirmed by reading all the terms in the formulas for Y1, Y2, Y3, Y4 and
Y5.

In addition, we claim that there is a link between the couple (α, β) and the collection
{µ1, λ1, . . . , µd, λd}. To discover it, let us write some of the monomials appearing in the
expressions of Y4 (first column) and of Y5 (second column), for instance:

(2.16)





[6Yx2y2 − 4Xx3y] (y1)
2, [5Yxy4 − 10Xx2y3 ] (y1)

4,

[12Yxy2 − 18Xx2y] y1y2, [30Yxy3 − 60Xx2y2 ] (y1)
2y2,

[−10Xy3 ] (y1)
3y2, [−15Xy4 ] (y1)

4y2,

[4Yy2 − 16Xxy] y1y3, [10Yy2 − 50Xxy] y2y3,

[−10Xy2 ] (y1)
2y3, [−60Xy2 ] y1y2y3.

After some reflection, we discover the hidden intuitive rule: the partial derivatives of Y
and of X associated with the monomial (yλ1)

µ1 · · · (yλd
)µd are, respectively:

(2.17)
{Yxκ−µ1λ1−···−µdλd yµ1+···+µd ,

Xxκ−µ1λ1−···−µdλd+1 yµ1+···+µd−1 .

This may be checked on each of the 10 examples (2.16) above.
Now that we have explored and discovered the combinatorics of the pure jet monomials,

of the partial derivatives and of the complete sum giving Yκ, we may express that it is of
the following general form:

(2.18)





Yκ = Yxκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1[
A(µ1,λ1),...,(µd,λd)

κ · Yxκ−µ1λ1−···−µdλd yµ1+···+µd−
−B(µ1,λ1),...,(µd,λd)

κ · Xxκ−µ1λ1−···−µdλd+1 yµ1+···+µd−1

] ·
· (yλ1)

µ1 · · · (yλd
)µd .

Here, we separate the first term Yxκ from the general sum; it is the constant term in Yκ,
which itself is a polynomial with respect to the jet variables yλ. In this general formula, the
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only remaining unknowns are the nonnegative integer coefficients A(µ1,λ1),...,(µd,λd)
κ ∈ N

and B(µ1,λ1),...,(µd,λd)
κ ∈ N. In Section 3 below, we shall explain how we have discovered

their exact value.
At present, even if we are unable to devise their explicit expression, we may observe

that the value of the special integer coefficients A(µ1,1)
µ1 and B(µ1,1)

µ1 which are attached to
the monomials ct., y1, (y1)

2, (y1)
3, (y1)

4 and (y1)
5 are simple. Indeed, by inspecting the

first terms in the expressions of Y1, Y2, Y3, Y4 and Y5, we of course recognize the
binomial coefficients. In general:

Lemma 2.19. For κ > 1,

(2.20)





Yκ = Yxκ +
κ∑

λ=1

[(
κ

λ

)
Yxκ−λyλ −

(
κ

λ− 1

)
Xxκ−λ+1yλ−1

]
(y1)

λ+

+ [−Xyκ ] (y1)
κ + remainder,

where the term remainder collects all remaining monomials in the pure jet variables.

In addition, let us remind what we have observed and used in a previous co-signed
work.

Lemma 2.21. ([GM2003a], p. 536) For κ > 4, nine among the monomials of Yκ are of
the following general form:

(2.22)





Yκ = Yxκ +
[
C1

κ Yxκ−1y −Xxκ

]
y1 +

[
C2

κ Yxκ−2y − C1
κ Xxκ−1

]
y2+

+
[
C2

κ Yx2y − C3
κ Xx3

]
yκ−2 +

[
C1

κ Yxy − C2
κ Xx2

]
yκ−1+

+
[
C1

κ Yy2 − κ2Xxy

]
y1yκ−1 +

[−C2
κ Xy

]
y2yκ−1+

+
[Yy − C1

κ Xx

]
+

[−C1
κ+1Xy

]
y1yκ + remainder,

where the term remainder denotes all the remaining monomials, and where Cλ
κ :=

κ!
(κ−λ)! λ!

is a notation for the binomial coefficient which occupies less space in Latex
“equation mode” than the classical notation

(2.23)
(
κ

λ

)
.

Now, we state directly the final theorem, without further inductive or intuitive informa-
tion.

Theorem 2.24. For κ > 1, we have:

(2.25)

Yκ = Yxκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1[
κ · · · (κ− µ1λ1 − · · · − µdλd + 1)

(λ1!)µ1 µ1! · · · (λd!)µd µd!
· Yxκ−µ1λ1−···−µdλd yµ1+···+µd−

−κ · · · (κ− µ1λ1 − · · · − µdλd + 2)(µ1λ1 + · · ·+ µdλd)

(λ1!)µ1 µ1! · · · (λd!)µd µd!
·

· Xxκ−µ1λ1−···−µdλd+1 yµ1+···+µd−1

]
(yλ1)

µ1 · · · (yλd
)µd .
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Once the correct theorem is formulated, its proof follows by accessible induction ar-
guments which will not be developed here. It is better to continue through and to ex-
amine thorougly the case of several variables, since it will help us considerably to ex-
plain how we discovered the exact values of the integer coefficients A(µ1,λ1),...,(µd,λd)

κ and
B

(µ1,λ1),...,(µd,λd)
κ .

2.26. Verification and application. Before proceeding further, let us rapidly verify that
the above general formula (2.25) is correct by inspecting two instances extracted from
Y5.

Firstly, the coefficient of (y1)
3y3 in Y5 is obtained by putting κ = 5, d = 2, λ1 = 1,

µ1 = 3, λ2 = 3 and µ2 = 1 in the general formula (2.25), which yields:

(2.27)
[
0− 5 · 4 · 3 · 2 · 1 · 6

(1!)3 3! (3!)1 1!
Xy3

]
= [−20Xy3 ] .

This value is the same as in the original formula (2.10): confirmation.
Secondly, the coefficient of y1(y2)

2 in Y5 is obtained by κ = 5, d = 2, λ1 = 1, µ1 = 1,
λ2 = 2 and µ2 = 2 in the general formula (2.25), which yields:

(2.28)
[

5 · 4 · 3 · 2 · 1
(1!)1 1! (2!)2 2!

Yy3 − 5 · 4 · 3 · 2 · 5
(1!)1 1! (2!)2 2!

Xxy2

]
= [15Yy3 − 75Xxy2 ] .

This value is the same as in the original formula (2.10); again: confirmation.
Finally, applying our general formula (2.25), we deduce the value of Y6 without having

to use Y5 and the induction formulas (2.4), which shortens substantially the computations.
For the pleasure, we obtain:

(2.29)





Y6 = Yx6 +
[
6Yx5y −Xx6

]
y1 +

[
15Yx4y2 − 6Xx5y

]
(y1)2+

+
[
20Yx3y3 − 15Xx4y2

]
(y1)3 +

[
15Yx2y4 − 20Xx3y3

]
(y1)4+

+
[
6Yxy5 − 15Xx2y4

]
(y1)5 +

[Yy6 − 6Xxy5

]
(y1)6 +

[−Xy6

]
(y1)7+

+
[
15Yx4y − 6Xx5

]
y2 +

[
60Yx3y2 − 45Xx4y

]
y1y2+

+
[
90Yx2y3 − 120Xx3y2

]
(y1)2y2 +

[
60Yxy4 − 150Xx2y3

]
(y1)3y2+

+
[
15Yy5 − 90Xxy4

]
(y1)4y2 +

[−21Xy5

]
(y1)5y2+

+
[
45Yx2y2 − 60Xx3y

]
(y2)2 +

[
90Yxy3 − 225Xx2y2

]
y1(y2)2+

+
[
45Yy4 − 270Xxy3

]
(y1)2(y2)2 +

[−210Xy4

]
(y1)3(y2)2+

+
[
15Yy3 − 90Xxy2

]
(y2)3 +

[−105Xy3

]
y1(y2)3+

+
[
20Yx3y − 15Xx4

]
y3 +

[
60Yx2y2 − 80Xx3y

]
y1y3+

+
[
60Yxy3 − 150Xx2y2

]
(y1)2y3 +

[
20Yy4 − 120Xxy3

]
(y1)3y3+

+
[−35Xy4

]
(y1)4y3 +

[
60Yxy2 − 150Xx2y

]
y2y3+

+
[
60Yy3 − 360Xxy2

]
y1y2y3 +

[−210Xy3

]
(y1)2y2y3+

+
[−105Xy2

]
(y2)2y3 +

[
10Yy2 − 60Xxy

]
(y3)2+

+
[−70Xy2

]
y1(y3)2 +

[
15Yx2y − 20Xx3

]
y4+

+
[
30Yxy2 − 75Xx2y

]
y1y4 +

[
15Yy3 − 90Xxy2

]
(y1)2y4+

+
[−35Xy3

]
(y1)3y4 +

[
15Yy2 − 90Xxy

]
y2y4+

+
[−105Xy2

]
y1y2y4 + [−35Xy] y3y4 + [6Yxy − 15Xx2 ] y5+

+
[
6Yy2 − 36Xxy

]
y1y5 +

[−21Xy2

]
(y1)2y5 + [−21Xy] y2y5+

+ [Yy − 6Xy] y6 + [−7Xy] y1y6.
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2.30. Deduction of the classical Faà di Bruno formula. Let x, y ∈ K and let g = g(x),
f = f(y) be two C∞-smooth functions K → K. Consider the composition h := f ◦ g,
namely h(x) = f(g(x)). For λ ∈ N with λ > 1, simply denote by gλ the λ-th derivative
dλg
dxλ and similarly for hλ. Also, abbreviate fλ := dλf

dyλ .
By the classical formula for the derivative of a composite function, we have h1 = f1 g1.

Further computations provide the following list of subsequent derivatives of h:

(2.31)





h1 = f1 g1,

h2 = f2 (g1)
2 + f1 g2,

h3 = f3 (g1)
3 + 3 f2 g1 g2 + f1 g3,

h4 = f4 (g1)
4 + 6 f3 (g1)

2 g2 + 3 f2 (g2)
2 + 4 f2 g1 g3 + f1 g4,

h5 = f5 (g1)
5 + 10 f4 (g1)

3 g2 + 15 f3 (g1)
2 g3 + 10 f3 g1 (g2)

2+

+ 10 f2 g2 g3 + 5 f2 g1 g4 + f1 g5,

h6 = f6 (g1)
6 + 15 f5 (g1)

4 g2 + 45 f4 (g1)
2 (g2)

2 + 15 f3 (g2)
3+

+ 20 f4 (g1)
3 g3 + 60 f3 g1 g2 g3 + 10 f2 (g3)

2 + 15 f3 (g1)
2 g4+

+ 15 f2 g2 g4 + 6 f2 g1 g5 + f1 g6.

Theorem 2.32. For every integer κ > 1, the κ-th derivative of the composite function
h = f ◦ g may be expressed as an explicit polynomial in the partial derivatives of f and
of g having integer coefficients:

(2.33)

dκh

dxκ
=

κ∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd=κ

κ!

(λ1!)µ1 µ1! · · · (λd!)µd µd!

dµ1+···+µdf

dyµ1+···+µd

(
dλ1g

dxλ1

)µ1

· · · · · ·
(
dλdg

dxλd

)µd

.

This is the classical Faà di Bruno formula. Interestingly, we observe that this formula
is included as a subpart of the general formula for Yκ, after a suitable translation. Indeed,
in the formulas for Y1, Y2, Y3, Y4, Y5, Y6 and in the general sum for Yκ, pick only the
terms for which µ1λ1 + · · ·+ µdλd = κ and drop X , which yields:

(2.34)

κ∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd=κ[
κ!

µ1!(λ1!)µ1 · · ·µd!(λd!)µd
Yyµ1+···+µd

]
(yλ1)

µ1 · · · (yλd
)µd .

The similarity between the two formulas (2.33) and (2.34) is now clearly visible.
The Faà di Bruno formula may be established by means of substitutions of power series

([F1969], p. 222), by means of the umbral calculus ([CS1996]), or by means of some
induction formulas, which we write for completeness. Define the differential operators
(2.35)

F2 := g2
∂

∂g1
+ g1

(
f2

∂

∂f1

)
,

F3 := g2
∂

∂g1
+ g3

∂

∂g2
+ g1

(
f2

∂

∂f1
+ f3

∂

∂f2

)
,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

Fλ := g2
∂

∂g1
+ g3

∂

∂g2
+ · · ·+ gλ

∂

∂gλ−1
+ g1

(
f2

∂

∂f1
+ f3

∂

∂f2
+ · · ·+ fλ

∂

∂fλ−1

)
.
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Then we have

(2.36)

h2 = F 2(h1),

h3 = F 3(h2),

· · · · · · · · · · · · · · ·
hλ = F λ(hλ−1).

§3. SEVERAL INDEPENDENT VARIABLES AND ONE DEPENDENT VARIABLE

3.1. Simplified adapted notations. As announced after the statement of Theorem 2.24,
it is only after we have treated the case of several independent variables that we will
understand perfectly the general formula (2.25), valid in the case of one independent
variable and one dependent variable. We will discover massive formal computations,
exciting our computational intuition.

Thus, assume n > 1 and m = 1, let κ ∈ N with κ > 1 and simply denote (instead
of (1.2)) the jet variables by:

(3.2)
(
xi, y, yi1 , yi1,i2 , . . . , yi1,i2,...,iκ

)
.

Also, instead of (1.30), denote the κ-th prolongation of a vector field by:

(3.3)





L(κ) =
n∑

i=1

X i ∂

∂xi
+ Y ∂

∂y
+

n∑
i1=1

Yi1

∂

∂yi1

+
n∑

i1,i2=1

Yi1,i2

∂

∂yi1,i2

+

+ · · ·+
n∑

i1,i2,...,iκ=1

Yi1,i2,...,iκ

∂

∂yi1,i2,...,iκ

.

The induction formulas are

(3.4)





Yi1 := D1
i1

(Y)−
n∑

k=1

D1
i1

(X k
)
yk,

Yi1,i2 := D2
i2

(Yi1)−
n∑

k=1

D1
i2

(X k
)
yi1,k,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

Yi1,i2,...,iκ := Dκ
iκ

(
Yi1,i2,...,iκ−1

)−
n∑

k=1

D1
iκ

(X k
)
yi1,i2,...,iκ−1,k,

where the total differentiation operators Dλ
i′ are defined as in (1.22), dropping the sums∑m

j′=1 and the indices j′.

3.5. Two instructing explicit computations. To begin with, let us compute Yi1 . With
D1

i1
= ∂

∂xi1
+ yi1

∂
∂y

, we have:

(3.6)

Yi1 = Di1 (Y)−
n∑

k1=1

D1
i1

(X k1
)
yk1

= Yxi1 + Yy yi1 −
n∑

k1=1

X k1

xi1
yk1 −

n∑

k1=1

X k1
y yi1 yk1 .
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Searching for formal harmony and for coherence with the formula (2.6)1, we must include
the term Yy yi1 inside the sum

∑n
k1=1 [·] yk1 . Using the Kronecker symbol, we may write:

(3.7) Yy yi1 ≡
n∑

k1=1

[
δk1
i1
Yy

]
yk1 .

Also, we may rewrite the last term of (3.6) with a double sum:

(3.8) −
n∑

k1=1

X k1
y yi1 yk1 ≡

n∑

k1,k2=1

[−δk1
i1
X k2

y

]
yk1yk2 .

From now on and up to equation (3.39), we shall abbreviate any sum
∑n

k=1 from 1 to n
as

∑
k. Putting everything together, we get the final desired perfect expression of Yi1:

(3.9) Yi1 = Yxi1 +
∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1 +

∑

k1,k2

[−δk1
i1
X k2

y

]
yk1yk2 .

This completes the first explicit computation.
The second one is about Yi1,i2 . It becomes more delicate, because several algebraic

transformations must be achieved until the final satisfying formula is obtained. Our goal
is to present each step very carefully, explaining every tiny detail. Without such a care,
it would be impossible to claim that some of our subsequent computations, for which we
will not provide the intermediate steps, may be redone and verified. Consequently, we
will expose our rules of formal computation thoroughly.

Replacing the value of Y1 just obtained in the induction formula (3.4)2 and developing,
we may conduct the very first steps of the computation:

Yi1,i2 = D2
i2 (Yi1)−

∑

k1

D1
i2

(
X k1

)
yi1,k1

=


 ∂

∂xi2
+ yi2

∂

∂y
+

∑

k1

yi2,k1

∂

∂yk1





Yxi1 +

∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1+

+
∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yk2


−

∑

k1

[
X k1

xi2
+ yi2 X k1

y

]
yi1,k1

(3.10)

=
(

∂

∂xi2

) 
Yxi1 +

∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1 +

∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yk2


+

+
(

yi2

∂

∂y

)
Yxi1 +

∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1 +

∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yk2


+

+


∑

k1

yi2,k1

∂

∂yk1





Yxi1 +

∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1 +

∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yk2


+

+
∑

k1

[
−X k1

xi2

]
yk1,i1 +

∑

k1

[
−X k1

y

]
yi2yi1,k1
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= Yxi1xi2 +
∑

k1

[
δk1
i1
Yxi2y −X k1

xi1xi2

]
yk1 +

∑

k1,k2

[
−δk1

i1
X k2

xi2y

]
yk1yk2+

+ Yxi1y yi2 +
∑

k1

[
δk1
i1
Yyy −X k1

xi1y

]
yk1yi2 +

∑

k1,k2

[
−δk1

i1
X k2

yy

]
yk1yk2yi2+

+
∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yi2,k1 +

∑

k1,k2

[
−δk1

i1
X k2

y

]
yk2yi2,k1 +

∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yi2,k2+

+
∑

k1

[
−X k1

xi2

]
yk1,i1 +

∑

k1

[
−X k1

y

]
yi2yi1,k1 .

Some explanations are needed about the computation of the last two terms of line 11, i.e.
about the passage from line 7 of (3.10) just above to line 11. We have to compute:

(3.11)

(∑

k1

yi2,k1

∂

∂yk1

)
 ∑

k1,k2

[
−δk1

i1
X k2

y

]
yk1yk2


 .

This term is of the form

(3.12)

(∑

k1

Ak1

∂

∂yk1

)
 ∑

k1,k2

[Bk1,k2 ] yk1yk2


 ,

where the terms Bk1,k2 are independent of the pure first jet variables yxk . By the rule of
Leibniz for the differentiation of a product, we may write

(3.13)

(∑

k1

Ak1

∂

∂yk1

) 
 ∑

k1,k2

[Bk1,k2 ] yk1yk2


 =

=
∑

k1,k2

[Bk1,k2 ] yk2


∑

k′1

Ak′1

∂

∂yk′1

(yk1)


 +

∑

k1,k2

[Bk1,k2 ] yk1


∑

k′2

Ak′2

∂

∂yk′2

(yk2)




=
∑

k1,k2

[Bk1,k2 ] yk2 Ak1 +
∑

k1,k2

[Bk1,k2 ] yk1 Ak2 .

This is how we have written line 11 of (3.10).
Next, the first term Yxi1y yi2 in line 10 of (3.10) is not in a suitable shape. For reasons

of harmony and coherence, we must insert it inside a sum of the form
∑

k1
[·] yk1 . Hence,

using the Kronecker symbol, we transform:

(3.14) Yxi1y yi2 ≡
∑

k1

[
δk1
i2
Yxi1y

]
yk1 .

Also, we must “summify” the seven other terms, remaining in lines 10, 11 and 12
of (3.10). Sometimes, we use the symmetry yi2,k1 ≡ yk1,i2 without mention. Similarly,
we get:

∑

k1

[
δk1
i1
Yyy −X k1

xi1y

]
yk1yi2 ≡

∑

k1,k2

[
δk1
i1
δk2
i2
Yyy − δk2

i2
X k1

xi1y

]
yk1yk2 ,

∑

k1,k2

[−δk1
i1
X k2

yy

]
yk1yk2yi2 ≡

∑

k1,k2,k3

[−δk1
i1
δk3
i2
X k2

yy

]
yk1yk2yk3 ,

∑

k1

[
δk1
i1
Yy −X k1

xi1

]
yk1,i2 ≡

∑

k1,k2

[
δk1
i1
δk2
i2
Yy − δk2

i2
X k1

xi1

]
yk1,k2 ,
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(3.15)

∑

k1,k2

[−δk1
i1
X k2

y

]
yk2yk1,i2 =

∑

k1,k2

[−δk2
i1
X k1

y

]
yk1yk2,i2

≡
∑

k1,k2,k3

[−δk2
i1
δk3
i2
X k1

y

]
yk1yk2,k3 ,

∑

k1,k2

[−δk1
i1
X k2

y

]
yk1yk2,i2 ≡

∑

k1,k2,k3

[−δk1
i1
δk3
i2
X k2

y

]
yk1yk2,k3 ,

∑

k1

[−X k1

xi2

]
yk1,i1 ≡

∑

k1,k2

[−δk2
i1
X k1

xi2

]
yk1,k2 ,

∑

k1

[−X k1
y

]
yi2yk1,i1 =

∑

k2

[−X k2
y

]
yi2yk2,i1

≡
∑

k1,k2,k3

[−δk1
i2
δk3
i1
X k2

y

]
yk1yk2,k3 .

In the sequel, for products of Kronecker symbols, it will be convenient to adopt the fol-
lowing self-evident contracted notation:

(3.16) δk1
i1
δk2
i2
≡ δk1,k2

i1, i2
; generally : δk1

i1
δk2
i2
· · · δkλ

iλ
≡ δk1,k2,··· ,kλ

i1, i2, ··· ,iλ .

Re-inserting plainly these eight summified terms (3.14), (3.15) in the last expres-
sion (3.10) of Yi1,i2 (lines 10, 11 and 12), we get:
(3.17)

Yi1,i2 = Yxi1xi2 1
+

∑

k1

[
δk1
i1
Yxi2y −X k1

xi1xi2

]
yk1

2

+
∑

k1,k2

[
−δk1

i1
X k2

xi2y

]
yk1yk2

3

+

+
∑

k1

[
δk1
i2
Yxi1y

]
yk1

2

+
∑

k1,k2

[
δk1,k2
i1, i2

Yyy − δk2
i2
X k1

xi1y

]
yk1yk2

3

+

+
∑

k1,k2,k3

[
−δk1,k3

i1, i2
X k2

yy

]
yk1yk2yk3

4

+
∑

k1,k2

[
δk1,k2
i1, i2

Yy − δk2
i2
X k1

xi1

]
yk1,k2

5

+

+
∑

k1,k2,k3

[
−δk2,k3

i1, i2
X k1

y

]
yk1yk2,k3

6

+
∑

k1,k2,k3

[
−δk1,k3

i1, i2
X k2

y

]
yk1yk2,k3

6

+

+
∑

k1,k2

[
−δk2

i1
X k1

xi2

]
yk1,k2

5

+
∑

k1,k2,k3

[
−δk1,k3

i2, i1
X k2

y

]
yk1yk2,k3

6

.

Next, we gather the underlined terms, ordering them according to their number. This
yields 6 collections of sums of monomials in the pure jet variables:

(3.18)

Yi1,i2 = Yxi1xi2 +
∑

k1

[
δk1
i1
Yxi2y + δk1

i2
Yxi1y −X k1

xi1xi2

]
yk1+

+
∑

k1,k2

[
δk1,k2
i1, i2

Yyy − δk1
i1
X k2

xi2y
− δk2

i2
X k1

xi1y

]
yk1yk2+

+
∑

k1,k2,k3

[
−δk1,k3

i1, i2
X k2

yy

]
yk1yk2yk3+

+
∑

k1,k2

[
δk1,k2
i1, i2

Yy − δk2
i2
X k1

xi1
− δk2

i1
X k1

xi2

]
yk1,k2+

+
∑

k1,k2,k3

[
−δk2,k3

i1, i2
X k1

y − δk1,k3
i1, i2

X k2
y − δk1,k3

i2, i1
X k2

y

]
yk1yk2,k3 .
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To attain the real perfect harmony, this last expression has still to be worked out a little
bit.

Lemma 3.19. The final expression of Yi1,i2 is as follows:

(3.20)





Yi1,i2 = Yxi1xi2 +
∑

k1

[
δk1
i1
Yxi2y + δk1

i2
Yxi1y −X k1

xi1xi2

]
yk1+

+
∑

k1,k2

[
δk1,k2

i1, i2
Yyy − δk1

i1
X k2

xi2y
− δk1

i2
X k2

xi1y

]
yk1yk2+

+
∑

k1,k2,k3

[
−δk1,k2

i1, i2
X k3

yy

]
yk1yk2yk3+

+
∑

k1,k2

[
δk1,k2

i1, i2
Yy − δk1

i1
X k2

xi2
− δk1

i2
X k2

xi1

]
yk1,k2+

+
∑

k1,k2,k3

[
−δk1,k2

i1, i2
X k3

y − δk3,k1

i1, i2
X k2

y − δk2,k3

i1, i2
X k1

y

]
yk1yk2,k3 .

Proof. As promised, we explain every tiny detail.
The first lines of (3.18) and of (3.20) are exactly the same. For the transformations

of terms in the second, in the third and in the fourth lines, we use the following device.
Let Υk1,k2 be an indexed quantity which is symmetric: Υk1,k2 = Υk2,k1 . Let Ak1,k2 be an
arbitrary indexed quantity. Then obviously:

(3.21)
∑

k1,k2

Ak1,k2 Υk1,k2 =
∑

k1,k2

Ak2,k1 Υk1,k2 .

Similar relations hold with a quantity Υi1,i2,...,iλ which is symmetric with respect to its λ
indices. Consequently, in the second, in the third and in the fourth lines of (3.18), we may
permute freely certain indices in some of the terms inside the brackets. This yields the
passage from lines 2, 3 and 4 of (3.18) to lines 2, 3 and 4 of (3.20).

It remains to explain how we pass from the fifth (last) line of (3.18) to the fifth (last) line
of (3.20). The bracket in the fifth line of (3.18) contains three terms: [−T1 − T2 − T3].
The term T3 involves the product δk1,k3

i2, i1
, which we rewrite as δk3,k1

i1, i2
, in order that i1 appears

before i2. Then, we rewrite the three terms in the new order [−T2 − T3 − T1], which
yields:

(3.22)
∑

k1,k2,k3

[
−δk1,k3

i1, i2
X k2

y − δk3,k1

i1, i2
X k2

y − δk2,k3

i1, i2
X k1

y

]
yk1yk2,k3 .

It remains to observe that we can permute k2 and k3 in the first term −T2, which yields
the last line of (3.20). The detailed proof is complete. ¤

3.23. Final perfect expression of Yi1,i2,i3 . Thanks to similar (longer) computations, we
have obtained an expression of Yi1,i2,i3 which we consider to be in final harmonious
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shape. Without copying the intermediate steps, let us write down the result. The com-
ments which are necessary to read it and to interpret it start just below.

Yi1,i2,i3 = Yxi1xi2xi3 +
∑

k1

[
δk1
i1
Yxi2xi3y + δk1

i2
Yxi1xi3y + δk1

i3
Yxi1xi2y −X k1

xi1xi2xi3

]
yk1+

+
∑

k1,k2

[
δk1,k2
i1, i2

Yxi3y2 + δk1,k2
i3, i1

Yxi2y2 + δk1,k2
i2, i3

Yxi1y2−

−δk1
i1
X k2

xi2xi3y
− δk1

i2
X k2

xi1xi3y
− δk1

i3
X k2

xi1xi2y

]
yk1yk2+

+
∑

k1,k2,k3

[
δk1,k2,k3
i1, i2, i3

Yy3 − δk1,k2
i1, i2

X k3

xi3y2 − δk1,k2
i1, i3

X k3

xi2y2 − δk1,k2
i2, i3

X k3

xi1y2

]
yk1yk2yk3+

+
∑

k1,k2,k3,k4

[
−δk1,k2,k3

i1, i2, i3
X k4

y3

]
yk1yk2yk3yk4+

(3.24)

+
∑

k1,k2

[
δk1,k2
i1, i2

Yxi3y + δk1,k2
i3, i1

Yxi2y + δk1,k2
i2, i3

Yxi1y−

−δk1
i1
X k2

xi2xi3
− δk1

i2
X k2

xi1xi3
− δk1

i3
X k2

xi1xi2

]
yk1,k2+

+
∑

k1,k2,k3

[
δk1,k2,k3
i1, i2, i3

Yy2 + δk3,k1,k2
i1, i2, i3

Yy2 + δk2,k3,k1
i1, i2, i3

Yy2−

−δk1,k2
i1, i2

X k3

xi3y
− δk3,k1

i1, i2
X k2

xi3y
− δk2,k3

i1, i2
X k1

xi3y
−

−δk1,k2
i1, i3

X k3

xi2y
− δk3,k1

i1, i3
X k2

xi2y
− δk2,k3

i1, i3
X k1

xi2y
−

−δk1,k2
i2, i3

X k3

xi1y
− δk3,k1

i2, i3
X k2

xi1y
− δk2,k3

i2, i3
X k1

xi1y

]
yk1yk2,k3+

+
∑

k1,k2,k3,k4

[
−δk1,k2,k3

i1, i2, i3
X k4

y2 − δk2,k3,k1
i1, i2, i3

X k4

y2 − δk3,k2,k1
i1, i2, i3

X k4

y2−

−δk3,k4,k1
i1, i2, i3

X k2

y2 − δk3,k1,k4
i1, i2, i3

X k2

y2 − δk1,k3,k4
i1, i2, i3

X k2

y2

]
yk1yk2yk3,k4+

+
∑

k1,k2,k3,k4

[
−δk1,k2,k3

i1, i2, i3
X k4

y − δk2,k3,k1
i1, i2, i3

X k4
y − δk3,k1,k2

i1, i2, i3
X k4

y

]
yk1,k2yk3,k4+

+
∑

k1,k2,k3

[
δk1,k2,k3
i1, i2, i3

Yy − δk1,k2
i1, i2

X k3

xi3
− δk1,k2

i1, i3
X k3

xi2
− δk1,k2

i2, i3
X k3

xi1

]
yk1,k2,k3+

+
∑

k1,k2,k3,k4

[
−δk1,k2,k3

i1, i2, i3
X k4

y − δk4,k1,k2
i1, i2, i3

X k3
y − δk3,k4,k1

i1, i2, i3
X k2

y − δk2,k3,k4
i1, i2, i3

X k1
y

]
yk1yk2,k3,k4 .

3.25. Comments, analysis and induction. First of all, by comparing this expression
of Yi1,i2,i3 with the expression (2.8) of Y3, we easily guess a part of the (inductional)
dictionary beween the cases n = 1 and the case n > 1. For instance, the three monomials
[·](y1)

3, [·] y1y2 and [·] (y1)
2 y2 in Y3 are replaced in Yi1,i2,i3 by the following three sums:

(3.26)
∑

k1,k2,k3

[·] yk1yk2yk3 ,
∑

k1,k2,k3

[·] yk1yk2,k3 , and
∑

k1,k2,k3,k4

[·] yk1yk2yk3,k4 .

Similar formal correspondences may be observed for all the monomials of Y1, Yi1 , of
Y2, Yi1,i2 and of Y3, Yi1,i2,i3 . Generally and inductively speaking, the monomial

(3.27) [·] (yλ1)
µ1 · · · (yλd

)µd

appearing in the expression (2.25) of Yκ should be replaced by a certain multiple sum
generalizing (3.26). However, it is necessary to think, to pause and to search for an
appropriate formalism before writing down the desired multiple sum.
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The jet variable yλ1 should be replaced by a jet variable corresponding to a λ1-th partial
derivative, say yk1,...,kλ1

, where k1, . . . , kλ1 = 1, . . . , n. For the moment, to simplify
the discussion, we leave out the presence of a sum of the form

∑
k1,...,kλ1

. The µ1-th

power (yλ1)
µ1 should be replaced not by

(
yk1,...,kλ1

)µ1

, but by a product of µ1 different
jet variables yk1,...,kλ1

of length λ, with all indices kα = 1, . . . , n being distinct. This
rule may be confirmed by inspecting the expressions of Yi1 , of Yi1,i2 and of Yi1,i2,i3 . So
yk1,...,kλ1

should be developed as a product of the form

(3.28) yk1,...,kλ1
ykλ1+1,...,k2λ1

· · · yk(µ1−1)λ1+1,...,kµ1λ1
,

where

(3.29) k1, . . . , kλ1 , . . . , kµ1λ1 = 1, . . . , n.

Consider now the product (yλ1)
µ1 (yλ2)

µ2 . How should it develope in the case of several
independent variables? For instance, in the expression of Yi1,i2,i3 , we have developed the
product (y1)

2 y2 as yk1yk2yk3,k4 . Thus, a reasonable proposal of formalism would be that
the product (yλ1)

µ1 (yλ2)
µ2 should be developed as a product of the form

(3.30)
yk1,...,kλ1

ykλ1+1,...,k2λ1
· · · yk(µ1−1)λ1+1,...,kµ1λ1

ykµ1λ1+1,...,kµ1λ1+λ2
· · · ykµ1λ1+(µ2−1)λ2+1,...,kµ1λ1+µ2λ2

,

where

(3.31) k1, . . . , kλ1 , . . . , kµ1λ1 , . . . , kµ1λ1+µ2λ2 = 1, . . . , n.

However, when trying to write down the development of the general monomial
(yλ1)

µ1 (yλ2)
µ2 · · · (yλd

)µd , we would obtain the complicated product

(3.32)

yk1,...,kλ1
ykλ1+1,...,k2λ1

· · · yk(µ1−1)λ1+1,...,kµ1λ1

ykµ1λ1+1,...,kµ1λ1+λ2
. . . ykµ1λ1+(µ2−1)λ2+1,...,kµ1λ1+µ2λ2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ykµ1λ1+···+µd−1λd−1+1,...,kµ1λ1+···+µd−1λd−1+λd
· · ·

· · · ykµ1λ1+···+µd−1λd−1+(µd−1)λd+1,...,kµ1λ1+···+µdλd
.

Essentially, this product is still readable. However, in it, some of the integers kα have a
too long index α, often involving a sum. Such a length of α would be very inconvenient
in writing down and in reading the general Kronecker symbols δ

kα1 ,...,kαλ
i1,......,iλ

which should
appear in the final expression of Yi1,...,iκ . One should read in advance Theorem 3.73
below to observe the presence of such multiple Kronecker symbols. Consequently, for
α = 1, . . . , µ1λ1, . . . , µ1λ1 + · · ·+µdλd, we have to denote the indices kα differently.
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Notational Convention 3.33. We denote d collection of µd groups of λd (a priori distinct)
integers kα = 1, . . . , n by

(3.34)

k1:1:1, . . . , k1:1:λ1︸ ︷︷ ︸
λ1

, . . . , k1:µ1:1, . . . , k1:µ1:λ1︸ ︷︷ ︸
λ1︸ ︷︷ ︸

µ1

,

k2:1:1, . . . , k2:1:λ2︸ ︷︷ ︸
λ2

, . . . , k2:µ2:1, . . . , k2:µ2:λ2︸ ︷︷ ︸
λ2︸ ︷︷ ︸

µ2

,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
kd:1:1, . . . , kd:1:λd︸ ︷︷ ︸

λd

, . . . , kd:µd:1, . . . , kd:µd:λd︸ ︷︷ ︸
λd︸ ︷︷ ︸

µd

.

Correspondingly, we identify the set

(3.35) {1, . . . , λ1, . . . , µ1λ1, . . . . . . , µ1λ1 + µ2λ2, . . . . . . , µ1λ1 + µ2λ2 + · · ·+ µdλd}
of all integers α from 1 to µ1λ1 + µ2λ2 + · · ·+ µdλd with the following specific set

(3.36) {1:1:1, . . . , 1:1:λ1︸ ︷︷ ︸
λ1

, . . . , 1:µ1:λ1

︸ ︷︷ ︸
µ1λ1

, . . . , 2:µ2 :λ2

︸ ︷︷ ︸
µ1λ1+µ2λ2

, . . . , d :µd :λd

︸ ︷︷ ︸
µ1λ1+µ2λ2+···+µdλd

},

written in a lexicographic way which emphasizes clearly the subdivision in d collections
of µd groups of λd integers.

With this notation at hand, we see that the development, in several independent vari-
ables, of the general monomial (yλ1)

µ1 · · · (yλd
)µd , may be written as follows:

(3.37) yk1:1:1,...,k1:1:λ1
· · · yk1:µ1:1,...,k1:µ1:λ1

· · · ykd:1:1,...,kd:1:λd
· · · · · · ykd:µd:1,...,kd:µd:λd

.

Formally speaking, this expression is better than (3.32). Using product symbols, we may
even write it under the slightly more compact form

(3.38)
∏

16ν16µ1

yk1:ν1:1,...,k1:ν1:λ1
· · ·

∏
16νd6µd

ykd:νd:1,...,kd:νd:λd
.

Now that we have translated the monomial, we may add all the summation symbols:
the general expression of Yκ (which generalizes our three previous examples (3.26)) will
be of the form:
(3.39)

Yκ = Yxi1 ···xiκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1

n∑

k1:1:1,...,k1:1:λ1
=1

· · ·
n∑

k1:µ1:1,...,k1:µ1:λ1
=1

· · · · · ·
n∑

kd:1:1,...,kd:1:λd
=1

· · ·
n∑

kd:µd:1,...,kd:µd:λd
=1

[?]
∏

16ν16µ1

yk1:ν1:1,...,k1:ν1:λ1
· · ·

∏
16νd6µd

ykd:νd:1,...,kd:νd:λd
.

From now on, up to the end of the article, to be very precise, we will restitute the bounds∑n
k=1 of all the previously abbreviated sums

∑
k. This is justified by the fact that,
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since we shall deal in Section 5 below simultaneously with several independent variables
(x1, . . . , xn) and with several dependent variables (y1, . . . , ym), we shall encounter sums∑m

l=1, not to be confused with sums
∑n

k=1.

3.40. Combinatorics of the Kronecker symbols. Our next task is to determine what
appears inside the brackets [?] of the above equation. We will treat this rather delicate
question very progressively. Inductively, we have to guess how we may pass from the
bracketed term of (2.25), namely from

(3.41)

[
κ · · · (κ− µ1λ1 − · · · − µdλd + 1)

(λ1!)µ1 µ1! · · · (λd!)µd µd!
· Yxκ−µ1λ1−···−µdλd yµ1+···+µd−

−κ · · · (κ− µ1λ1 − · · · − µdλd + 2)(µ1λ1 + · · ·+ µdλd)

(λ1!)µ1 µ1! · · · (λd!)µd µd!
·

· Xxκ−µ1λ1−···−µdλd+1 yµ1+···+µd−1

]
,

to the corresponding (still unknown) bracketed term [?].
First of all, we examine the following term, extracted from the complete expression of

Yi1,i2,i3 (first line of (3.24)):

(3.42)
n∑

k1=1

[
δk1
i1
Yxi2xi3y + δk1

i2
Yxi1xi3y + δk1

i3
Yxi1xi2y −X k1

xi1xi2xi3

]
yk1 .

Here, the coefficient [3Yx2y −Xx3 ] of the monomial y1 in Y3 is replaced by the above
bracketed terms.

Let us precisely analyze the combinatorics. Here, Xx3 is replaced by X k1

xi1xi2xi3
, where

the lower indices i1, i2, i3 come from Yi1,i2,i3 and where the upper index k1 is the sum-
mation index. Also, the integer 3 in 3Yx2y is replaced by a sum of exactly three terms,
each involving a single Kronecker symbol δk

i , in which the lower index is always an index
i = i1, i2, i3 and in which the upper index is always equal to the summation index k1. By
the way, more generally, we immediately observe that all the successive positive integers

(3.43) 1, 3, 1, 3, 3, 1, 3, 1, 3, 3, 3, 9, 6, 3, 1, 3, 4

appearing in the formula (2.8) for Y3 are replaced, in the formula (3.24) for Yi1,i2,i3 , by
sums of exactly the same number of terms involving Kronecker symbols. This observation
will be a precious guide. Finally, in the symbol δk1

i , if i is chosen among the set {i1, i2, i3},
for instance if i = i1, it follows that the development of Yx2y necessarily involves the
remaining indices, for instance Yxi2xi3y. Since there are three choices for i = i1, i2, i3, we
recover the number 3.

Next, comparing [Yyy − 2Xxy] (y1)
2 with the term

(3.44)
n∑

k1,k2=1

[
δk1,k2

i1, i2
Yyy − δk1

i1
X k1

xi2y
− δk1

i2
X k1

xi1y

]
yk1yk2 ,

extracted from the complete expression of Yi1,i2 (second line of (3.18)), we learn and we
guess that the number of Kronecker symbols before Yxγyδ must be equal to the number of
indices kα minus γ. This rule is confirmed by examining the term (second and third line
of (3.24))

(3.45)

∑

k1,k2

[
δk1,k2

i1, i2
Yxi3y2 + δk1,k2

i3, i1
Yxi2y2 + δk1,k2

i2, i3
Yxi1y2−

−δk1
i1
X k2

xi2xi3y
− δk1

i2
X k2

xi1xi3y
− δk1

i3
X k2

xi1xi2y

]
yk1yk2 ,
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developing [3Yxy2 − 3Xx2y] (y1)
2.

Also, we may examine the following term

(3.46)

n∑

k1,k2=1

[
δk1,k2

i1, i2
Yxi3xi4y2 + δk1,k2

i1, i3
Yxi2xi4y2 + δk1,k2

i1, i4
Yxi2xi3y2+

+δk1,k2

i2, i3
Yxi1xi4y2 + δk1,k2

i2, i4
Yxi1xi3y2 + δk1,k2

i3, i4
Yxi1xi2y2−

−δk1
i1
X k1

xi2xi3xi4y
− δk1

i2
X k1

xi1xi2xi3y
− δk1

i3
X k1

xi1xi2xi4y
−

−δk1
i4
X k1

xi1xi2xi3y

]
yk1yk2 ,

extracted from Yi1,i2,i3,i4 and developing [6Yx2y2 − 4Xx3y] (y1)
2. We would like to men-

tion that we have not written the complete expression of Yi1,i2,i3,i4 , because it would cover
two and a half printed pages.

By inspecting the way how the indices are permuted in the multiple Kronecker symbols
of the first two lines of this expression (3.46), we observe that the six terms correspond
exactly to the six possible choices of two complementary ordered couples of integers in
the set {1, 2, 3, 4}, namely

(3.47)
{1, 2} ∪ {3, 4}, {1, 3} ∪ {2, 4}, {1, 4} ∪ {2, 3},
{2, 3} ∪ {1, 4}, {2, 4} ∪ {1, 3}, {3, 4} ∪ {1, 2}.

At this point, we start to devise the general combinatorics. Before proceeding further, we
need some notation.

3.48. Permutation groups. For every p ∈ N with p > 1, we denote by Sp the full
permutation group of the set {1, 2, . . . , p− 1, p}. Its cardinal equals p!. The letters σ and
τ will be used to denote an element of Sp. If p > 2, and if q ∈ N satisfies 1 6 q 6 p− 1,
we denote by Sq

p the subset of permutations σ ∈ Sp satisfying the two collections of
inequalities

(3.49) σ(1) < σ(2) < · · · < σ(q) and σ(q + 1) < σ(q + 2) < · · · < σ(p).

The cardinal of Sq
p equals Cq

p = p!
q! (p−q)!

.
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Lemma 3.50. For κ > 1, the development of (2.20) to several independent variables
(x1, . . . , xn) is:

(3.51)

Yi1,i2,...,iκ = Yxi1xi2 ···xiκ +
n∑

k1=1


 ∑

τ∈S1
κ

δk1
iτ(1)
Y

x
iτ(2) ···xiτ(κ)y

−X k1

xi1xi2 ···xiκ


 yk1+

+
n∑

k1,k2=1


 ∑

τ∈S2
κ

δk1, k2
iτ(1),iτ(2)

Y
x

iτ(3) ···xiτ(κ)y2 −
∑

τ∈S1
κ

δk1
iτ(1)
X k2

x
iτ(2) ···xiτ(κ)y


 yk1yk2+

+
n∑

k1,k2,k3=1


 ∑

τ∈S3
κ

δk1, k2, k3
iτ(1),iτ(2),iτ(3)

Y
x

iτ(4) ···xiτ(κ)y3−

−
∑

τ∈S2
κ

δk1, k2
iτ(1),iτ(2)

X k3

x
iτ(3) ···xiτ(κ)y2


 yk1yk2yk3+

+ · · · · · ·+

+
n∑

k1,...,kκ=1


δk1,...,kκ

i1,..., iκ
Yyκ −

∑

τ∈Sκ−1
κ

δ
k1,......,kκ−1

iτ(1),...,iτ(κ−1)
X kκ

x
iτ(κ)yκ−1


 yk1 · · · ykκ+

+
n∑

k1,...,kκ,kκ+1=1

[
−δk1,...,kκ

i1,..., iκ
X kκ+1

yκ

]
yk1 · · · ykκykκ+1 + remainder.

Here, the term remainder collects all remaining monomials in the pure jet variables
yk1,...,kλ

.

3.52. Continuation. Thus, we have devised how the part of Yi1,...,iκ which involves only
the jet variables ykα must be written. To proceed further, we shall examine the following
term, extracted from Yi1,i2,i3 (lines 12 and 13 of (3.24))

(3.53)

∑

k1,k2,k3,k4

[
−δk1,k2,k3

i1, i2, i3
X k4

y2 − δk2,k3,k1

i1, i2, i3
X k4

y2 − δk3,k2,k1

i1, i2, i3
X k4

y2−

−δk3,k4,k1

i1, i2, i3
X k2

y2 − δk3,k1,k4

i1, i2, i3
X k2

y2 − δk1,k3,k4

i1, i2, i3
X k2

y2

]
yk1yk2yk3,k4 ,

which developes the term [−6Xy2 ] (y1)
2y2 of Y3 (third line of (2.8)). During the compu-

tation which led us to the final expression (3.24), we organized the formula in order that,
in the six Kronecker symbols, the lower indices i1, i2, i3 are all written in the same order.
But then, what is the rule for the appearance of the four upper indices k1, k2, k3, k4?

In April 2001, we discovered the rule by inspecting both (3.53) and the following com-
plicated term, extracted from the complete expression of Yi1,i2,i3,i4 written in one of our
manuscripts:

(3.54)

∑

k1,k2,k3

[
δk1,k2,k3

i1, i2, i3
Yxi4y2 + δk2,k1,k3

i1, i2, i3
Yxi4y2 + δk2,k3,k1

i1, i2, i3
Yxi4y2+

+ δk1,k2,k3

i1, i2, i4
Yxi3y2 + δk2,k1,k3

i1, i2, i4
Yxi3y2 + δk2,k3,k1

i1, i2, i4
Yxi3y2+

+ δk1,k2,k3

i1, i3, i4
Yxi2y2 + δk2,k1,k3

i1, i3, i4
Yxi2y2 + δk2,k3,k1

i1, i3, i4
Yxi2y2+

+ δk1,k2,k3

i2, i3, i4
Yxi1y2 + δk2,k1,k3

i2, i3, i4
Yxi1y2 + δk2,k3,k1

i2, i3, i4
Yxi1y2−

− δk1,k2

i1, i2
X k3

xi3xi4y
− δk2,k1

i1, i2
X k3

xi3xi4y
− δk2,k3

i1, i2
X k1

xi3xi4y
−
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− δk1,k2

i1, i3
X k3

xi2xi4y
− δk2,k1

i1, i3
X k3

xi2xi4y
− δk2,k3

i1, i3
X k1

xi2xi4y
−

− δk1,k2

i1, i4
X k3

xi2xi3y
− δk2,k1

i1, i4
X k3

xi2xi3y
− δk2,k3

i1, i4
X k1

xi2xi3y
−

− δk1,k2

i2, i3
X k3

xi1xi4y
− δk2,k1

i2, i3
X k3

xi1xi4y
− δk2,k3

i2, i3
X k1

xi1xi4y
−

− δk1,k2

i2, i4
X k3

xi1xi3y
− δk2,k1

i2, i4
X k3

xi1xi3y
− δk2,k3

i2, i4
X k1

xi1xi3y
−

−δk1,k2

i3, i4
X k3

xi1xi2y
− δk2,k1

i3, i4
X k3

xi1xi2y
− δk2,k3

i3, i4
X k1

xi1xi2y

]
yk1yk2,k3 .

This sum developes the term [12Yxy2 − 18Xx2y] y1y2 of Y3 (third line of (2.9)). Let us
explain what are the formal rules.

In the bracketed terms of (3.53), there are no permutation of the indices i1, i2, i3, but
there is a certain unknown subset of all the permutations of the four indices k1, k2, k3, k4.
In the bracketed terms of (3.54), two combinatorics are present:

• there are some permutations of the indices i1, i2, i3, i4 and
• there are some permutations of the indices k1, k2, k3.

Here, the permutations of the indices i1, i2, i3, i4 are easily guessed, since they are the
same as the permutations which were introduced in §3.48 above. Indeed, in the first four
lines of (3.54), we see the four decompositions

(3.55) {i1, i2, i3}∪{i4}, {i1, i2, i4}∪{i3}, {i1, i3, i4}∪{i2}, {i2, i3, i4}∪{i1},
of the set {i1, i2, i3, i4}, and in the last six lines of (3.54), we see the six decompositions

(3.56)
{i1, i2} ∪ {i3, i4}, {i1, i3} ∪ {i2, i4}, {i1, i4} ∪ {i2, i3},
{i2, i3} ∪ {i1, i4}, {i2, i4} ∪ {i1, i3}, {i3, i4} ∪ {i1, i2},

so that (3.54) may be written under the form
(3.57)

∑

k1,k2,k3


 ∑

τ∈S3
4

∑

σ∈?

δ
kτ(1),kτ(2),kτ(3)

iτ(1),iτ(2),iτ(3)
Y

x
iτ(4)y2 −

∑

τ∈S2
4

∑

σ∈?

δ
kτ(1),kτ(2)

iτ(1),iτ(2)
X kτ(3)

x
iτ(3)x

iτ(4)y


 yk1yk2,k3 ,

where in the two above sums
∑

σ∈?, the letter σ denotes a permutation of the set {1, 2, 3}
and where the sign ? refers to two (still unknown) subset of the full permutation group S3.
The only remaining question is to determine how the indices kα are permuted in (3.53)
and in (3.54).

The answer may be guessed by looking at the permutations of the set {k1, k2, k3, k4}
which stabilize the monomial yk1yk2yk3,k4 in (3.53): we clearly have the following four
symmetry relations between monomials:

(3.58) yk1yk2yk3,k4 ≡ yk2yk1yk3,k4 ≡ yk1yk2yk4,k3 ≡ yk2yk1yk4,k3 ,

and nothing more. Then the number 6 of bracketed terms in (3.53) is exactly equal to the
cardinal 24 = 4! of the full permutation group of the set {k1, k2, k3, k4} divided by the
number 4 of these symmetry relations. The set of permutations σ of {1, 2, 3, 4} satisfying
these symmetry relations

(3.59) ykσ(1)
ykσ(2)

ykσ(3),kσ(4)
≡ yk1yk2yk3,k4

consitutes a subgroup of S4 which we will denote by H
(2,1),(1,2)
4 . Furthermore, the coset

(3.60) F
(2,1),(1,2)
4 := S4/H

(2,1),(1,2)
4
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possesses the six representatives

(3.61)

(
1 2 3 4
1 2 3 4

)
,

(
1 2 3 4
2 3 1 4

)
,

(
1 2 3 4
3 2 1 4

)
,

(
1 2 3 4
3 4 1 2

)
,

(
1 2 3 4
3 1 4 2

)
,

(
1 2 3 4
1 3 4 2

)
,

which exactly appear as the permutations of the upper indices of our example (3.53). Of
course, the question arises whether the choice of such six representatives in the quotient
S4/H

(2,1),(1,2)
4 is legitimate.

Fortunately, we observe that after conjugation by any permutation σ ∈ H
(2,1),(1,2)
4 , we

do not perturb any of the six terms of (3.53), for instance the third term of (3.53) is not
perturbed, as shown by the following computation

(3.62)

∑

k1,k2,k3,k4

[
−δ

kσ(3),kσ(2),kσ(1)

i1, i2, i3
X kσ(4)

y2

]
yk1yk2yk3,k4 =

=
∑

k1,k2,k3,k4

[
−δk3,k2,k1

i1, i2, i3
X kσ(4)

y2

]
ykσ−1(1)

ykσ−1(2)
ykσ−1(3),kσ−1(4)

=
∑

k1,k2,k3,k4

[
−δk3,k2,k1

i1, i2, i3
X kσ(4)

y2

]
yk1yk2yk3,k4

thanks to the symmetry (3.59). Thus, as expected, the choice of 6 arbitrary representatives
σ ∈ F

(2,1),(1,2)
4 in the bracketed terms of (3.53) is free. In conclusion, we have shown

that (3.53) may be written under the form:

(3.63)
∑

k1,k2,k3,k4


−

∑

σ∈F
(2,1),(1,2)
4

δ
kσ(1),kσ(2),kσ(3)

i1, i2, i3
X kσ(4)

y2


 yk1yk2yk3,k4 ,

This rule is confirmed by inspecting (3.54) (as well as all the other terms of Yi1,i2,i3

and of Yi1,i2,i3,i4). Indeed, the permutations σ of the set {k1, k2, k3} which stabilize the
monomial yk1yk2,k3 consist just of the identity permutation and the transposition of k2 and
k3. The coset S3/H

(1,1),(1,2)
3 has the three representatives

(3.64)
(

1 2 3
1 2 3

)
,

(
1 2 3
2 1 3

)
,

(
1 2 3
2 3 1

)
,

which appear in the upper index position of each of the ten lines of (3.54). It follows
that (3.54) may be written under the form

(3.65)

∑

k1,k2,k3




∑

τ∈S3
4

∑

σ∈F
(1,1),(1,2)
3

δ
kσ(1),kσ(2),kσ(3)

iτ(1),iτ(2),iτ(3)
Y

x
iτ(4)y2−

−
∑

σ∈S2
4

∑

τ∈F
(1,1),(1,2)
3

δ
kσ(1),kσ(2)

iτ(1),iτ(2)
X kσ(3)

x
iτ(3)x

iτ(4)y


 yk1yk2,k3 .

3.66. General complete expression of Yi1,...,iκ . As in the incomplete expression (3.39)
of Yi1,...,iκ , consider integers 1 6 λ1 < · · · < λd 6 κ and µ1 > 1, . . . , µd > 1 satisfying
µ1λ1+· · ·+µdλd 6 κ+1. By Hµ1λ1+···+Hµdλd

, we denote the subgroup of permutations τ ∈
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Sµ1λ1+···+Hµdλd
that leave unchanged the general monomial (3.38), namely that satisfy

(3.67)

∏
16ν16µ1

ykσ(1:ν1:1),...,kσ(1:ν1:λ1)
· · ·

∏
16νd6µd

ykσ(d:νd:1),...,kσ(d:νd:λd)
=

=
∏

16ν16µ1

yk1:ν1:1,...,k1:ν1:λ1
· · ·

∏
16νd6µd

ykd:νd:1,...,kd:νd:λd
.

The structure of this group may be described as follows. For every e = 1, . . . , d, an
arbitrary permutation σ of the set

(3.68) {e : 1 :1, . . . , e : 1 :λe︸ ︷︷ ︸
λe

, e : 2 :1, . . . , e : 2 :λe︸ ︷︷ ︸
λe

, · · · , e : µe :1, . . . , e : µe :λe︸ ︷︷ ︸
λe︸ ︷︷ ︸

µe

}

which leaves unchanged the monomial

(3.69)
∏

16νe6µe

ykσ(e:νe:1),...,kσ(e:νe:λe)
=

∏
16νe6µe

yke:νe:1,...,ke:νe:λe
.

uniquely decomposes as the composition of

• µe arbitrary permutations of the µe groups of λe integers {e :νe : 1, . . . , e :νe :λe},
of total cardinal (λe!)

µe ;
• an arbitrary permutation between these µe groups, of total cardinal µe!.

Consequently

(3.70) Card
(
H

(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

)
= µ1!(λ1!)

µ1 · · ·µd!(λd!)
µd .

Finally, define the coset

(3.71) F
(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

:= Sµ1λ1+···+µdλd
/H

(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

with

(3.72)

Card
(
F

(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

)
=

Card (Sµ1λ1+···+µdλd
)

Card
(
H

(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

)

=
(µ1λ1 + · · ·+ µdλd)!

µ1!(λ1!)µ1 · · ·µd!(λd!)µd
.

In conclusion, by means of this formalism, we may write down the complete generaliza-
tion of Theorem 2.24 to several independent variables.
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Theorem 3.73. For every κ > 1 and for every choice of κ indices i1, . . . , iκ in the set
{1, 2, . . . , n}, the general expression of Yi1,...,iκ is as follows:
(3.74)

Yi1,...,iκ = Yxi1 ···xiκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑

µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1

n∑

k1:1:1,...,k1:1:λ1
=1

· · ·
n∑

k1:µ1:1,...,k1:µ1:λ1
=1

· · · · · ·
n∑

kd:1:1,...,kd:1:λd
=1

· · ·
n∑

kd:µd:1,...,kd:µd:λd
=1




∑

σ∈F
(µ1,λ1),...,(µd,λd)

µ1λ1+···+µdλd

∑

τ∈S
µ1λ1+···+µdλd
κ

δ
kσ(1:1:1),...,kσ(1:µ1:λ1),...,kσ(d:µd:λd)

iτ(1),...,iτ(µ1λ1),...,iτ(µ1λ1+···+µdλd)

∂κ−µ1λ1−···−µdλd+µ1+···+µdY
∂xiτ(µ1λ1+···+µdλd+1) · · · ∂xiτ(κ) (∂y)µ1+···+µd

−

−
∑

σ∈F
(µ1,λ1),...,(µd,λd)

µ1λ1+···+µdλd

∑

τ∈S
µ1λ1+···+µdλd−1
κ

δ
kσ(1:1:1),...,kσ(1:µ1:λ1),...,kσ(d:µd:λd−1)

iτ(1),...,iτ(µ1λ1),...,iτ(µ1λ1+···+µdλd−1)

∂κ−µ1λ1−···−µdλd+µ1+···+µdX kσ(d:µd:λd)

∂xiτ(µ1λ1+···+µdλd) · · · ∂xiτ(κ) (∂y)µ1+···+µd−1




·

·
∏

16ν16µ1

yk1:ν1:1,...,k1:ν1:λ1
· · ·

∏

16νd6µd

ykd:νd:1,...,kd:νd:λd
.

Since the fundamental monomials appearing in the last line of (3.74) just above are not
independent of each other, this formula has still to be modified a little bit. We refer to
Section 6 for details.

3.75. Deduction of a multivariate Faà di Bruno formula. Let n ∈ N with n > 1, let
x = (x1, . . . , xn) ∈ Kn, let g = g(x1, . . . , xn) be a C∞-smooth function from Kn to
K, let y ∈ K and let f = f(y) be a C∞ function from K to K. The goal is to obtain
an explicit formula for the partial derivatives of the composition h := f ◦ g, namely
h(x1, . . . , xn) := f(g(x1, . . . , xn)). For λ ∈ N with λ > 1 and for arbitrary indices
i1, . . . , iλ = 1, . . . , n, we shall abbreviate the partial derivative ∂λg

∂xi1 ···∂xiλ
by gi1,...,iλ and

similarly for hi1,...,iλ . The derivative dλf
dyλ will be abbreviated by fλ.

Appying the chain rule, we may compute:

(3.76)

hi1 = f1 [gi1 ] ,

hi1,i2 = f2 [gi1 gi2 ] + f1 [gi1,i2 ] ,

hi1,i2,i3 = f3 [gi1 gi2 gi3 ] + f2 [gi1 gi2,i3 + gi2 gi1,i3 + gi3 gi1,i2 ] + f1 [gi1,i2,i3 ] ,

hi1,i2,i3,i4 = f4 [gi1 gi2 gi3 gi4 ] + f3 [gi2 gi3 gi1,i4 + gi3 gi1 gi2,i4 + gi1 gi2 gi3,i4+

+gi1 gi4 gi2,i3 + gi2 gi4 gi1,i3 + gi3 gi4 gi1,i2 ] +

+ f2 [gi1,i2 gi3,i4 + gi1,i3 gi2,i4 + gi1,i4 gi2,i3 ] +

+ f2 [gi1 gi2,i3,i4 + gi2 gi1,i3,i4 + gi3 gi1,i2,i4 + gi4 gi1,i2,i3 ] +

+ f1 [gi1,i2,i3,i4 ] .

Introducing the derivations

(3.77)

F 2
i :=

n∑

k1=1

gk1,i
∂

∂gk1

+ gi

(
f2

∂

∂f1

)
,

F 3
i :=

n∑

k1=1

gk1,i
∂

∂gk1

+
n∑

k1,k2=1

gk1,k2,i
∂

∂gk1,k2

+ gi

(
f2

∂

∂f1
+ f3

∂

∂f2

)
,
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

F λ
i :=

n∑

k1=1

gk1,i
∂

∂gk1

+
n∑

k1,k2=1

gk1,k2,i
∂

∂gk1,k2

+ · · ·+

+
n∑

k1,...,kλ−1=1

gk1,...,kλ−1,i
∂

∂gk1,...,kλ−1

+

+ gi

(
f2

∂

∂f1
+ f3

∂

∂f2
+ · · ·+ fλ

∂

∂fλ−1

)
,

we observe that the following induction relations hold:

(3.78)

hi1,i2 = F 2
i2

(hi1) ,

hi1,i2,i3 = F 3
i3

(hi1,i2) ,

. . . . . . . . . . . . . . . . . . . . .

hi1,i2,...,iλ = F λ
iλ

(
hi1,i2,...,iλ−1

)
.

To obtain the explicit version of the Faà di Bruno in the case of several variables
(x1, . . . , xn) and one variable y, it suffices to extract from the expression of Yi1,...,iκ pro-
vided by Theorem 3.73 only the terms corresponding to µ1λ1 + · · ·+µdλd = κ, dropping
all the X terms. After some simplifications and after a translation by means of an elemen-
tary dictionary, we obtain a statement.

Theorem 3.79. For every integer κ > 1 and for every choice of indices i1, . . . , iκ in the set
{1, 2, . . . , n}, the κ-th partial derivative of the composite function h = h(x1, . . . , xn) =
f(g(x1, . . . , xn)) with respect to the variables xi1 , . . . , xiκ may be expressed as an explicit
polynomial depending on the derivatives of f , on the partial derivatives of g and having
integer coefficients:

(3.80)

∂κh

∂xi1 · · · ∂xiκ
=

κ∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd=κ

dµ1+···+µdf

dyµ1+···+µd




∑

σ∈F
(µ1,λ1),...,(µd,λd)
κ

∏
16ν16µ1

∂λ1g

∂xiσ(1:ν1:1) · · · ∂xiσ(1:ν1:λ1)
. . .

. . .
∏

16νd6µd

∂λdg

∂xiσ(d:νd:1) · · · ∂xiσ(d:νds:λd)



.

In this formula, the coset F
(µ1,λ1),...,(µd,λd)
κ was defined in equation (3.71); we have made

the identification:

(3.81) {1, . . . , κ} ≡ {1:1 :1, . . . , 1:µ1 :λ1, . . . . . . , d :1 :1, . . . , d :µd :λd};
and also, for the sake of clarity, we have restituted the complete (not abbreviated) notation
for the (partial) derivatives of f and of g.

We refer to Section 6 for the final writing of the above formula (3.80).

§4. ONE INDEPENDENT VARIABLE AND SEVERAL DEPENDENT VARIABLES

4.1. Simplified adapted notations. Assume n = 1 and m > 1, let κ ∈ N with κ > 1
and simply denote the jet variables by (instead of (1.2)):

(4.2)
(
x, yj, yj

1, y
j
2, . . . , y

j
κ

) ∈ J κ
1,m.
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Instead of (1.30), denote the κ-th prolongation of a vector field by:

(4.3)





L(κ) = X ∂

∂x
+

m∑
j=1

Yj ∂

∂yj
+

m∑
j=1

Yj
1

∂

∂yj
1

+
m∑

j=1

Yj
2

∂

∂yj
2

+

+ · · ·+
m∑

j=1

Yj
κ

∂

∂yj
κ

.

The induction formulas are:

(4.4)





Yj
1 := D1

(Yj
)−D1 (X ) yj

1,

Yj
2 := D2

(
Yj

1

)−D1 (X ) yj
2,

· · · · · · · · · · · ·
Yj

λ := Dλ
(
Yj

λ−1

)−D1 (X ) yj
λ,

where the total differentiation operators Dλ are denoted by (instead of (1.22)):

(4.5) Dλ :=
∂

∂x
+

m∑

l=1

yl
1

∂

∂yl
+

m∑

l=1

yl
2

∂

∂yl
1

+ · · ·+
m∑

l=1

yl
λ

∂

∂yl
λ−1

.

Applying the definitions in the first two lines of (4.4), we compute, we simplify and we
organize the results in a harmonious way, using in an essential way the Kronecker symbol.
Here, the computations are more elementary than the computations of Yi1 and of Yi1,i2

achieved thoroughly in the previous Section 3, so that we do not provide a Latex track of
the details. Firstly and secondly:

(4.6)





Yj
1 = Yj

x +
m∑

l1=1

[
Yj

yl1
− δj

l1
Xx

]
yl1
1 +

m∑

l1,l2=1

[
−δj

l1
Xyl2

]
yl1
1 yl2

1 ,

Yj
2 = Yj

x2 +
m∑

l1=1

[
2Yj

xyl1
− δj

l1
Xx2

]
yl1
1 +

m∑

l1,l2=1

[
Yj

yl1yl2
− δj

l1
2Xxyl2

]
yl1
1 yl2

1 +

+
∑

l1,l2,l3

[
−δj

l1
Xyl2yl3

]
yl1
1 yl2

1 yl3
1 +

∑

l1

[
Yj

yl1
− δj

l1
2Xx

]
yl1
2 +

+
m∑

l1,l2=1

[
−δj

l1
Xyl2 − δj

l2
2Xyl1

]
yl1
1 yl2

2 .

Thirdly:

(4.7)

Yj
3 = Yj

x3 +
m∑

l1=1

[
3Yj

x2yl1
− δj

l1
Xx3

]
yl1
1 +

m∑

l1,l2=1

[
3Yj

xyl1yl2
− δj

l1
3Xx2yl2

]
yl1
1 yl2

1 +

+
∑

l1,l2,l3

[
Yj

yl1yl2yl3
− δj

l1
3Xxyl2yl3

]
yl1
1 yl2

1 yl3
1 +

+
∑

l1,l2,l3,l4

[
−δj

l1
Xyl2yl3yl4

]
yl1
1 yl2

1 yl3
1 yl4

1 +
m∑

l1=1

[
3Yj

xyl1
− δj

l1
3Xx2

]
yl1
2 +
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+
m∑

l1,l2=1

[
3Yj

yl1yl2
− δj

l1
3Xxyl2 − δj

l2
6Xxyl1

]
yl1
1 yl2

2 +

+
m∑

l1,l2,l3=1

[
−δj

l1
3Xyl2yl3 − δj

l3
3Xyl1yl2

]
yl1
1 yl2

1 yl3
2 +

m∑

l1,l2=1

[
−δj

l3
3Xyl2

]
yl1
2 yl2

2 +

+
m∑

l1=1

[
Yj

yl1
− δj

l1
3Xx

]
yl1
3 +

m∑

l1,l2=1

[
−δj

l1
Xyl2 − δj

l2
3Xyl1

]
yl1
1 yl2

3 .

Fourthly:

Yj
4 = Yj

x4 +
m∑

l1=1

[
4Yj

x3yl1
− δj

l1
Xx4

]
yl1
1 +

m∑

l1,l2=1

[
6Yj

x2yl1yl2
− δj

l1
4Xx3yl2

]
yl1
1 yl2

1 +

+
m∑

l1,l2,l3=1

[
4Yj

xyl1yl2yl3
− δj

l1
6Xx2yl2yl3

]
yl1
1 yl2

1 yl3
1 +

+
m∑

l1,l2,l3,l4=1

[
Yj

xyl1yl2yl3yl4
− δj

l1
4Xxyl2yl3yl4

]
yl1
1 yl2

1 yl3
1 yl4

1 +

+
m∑

l1,l2,l3,l4,l5=1

[
−δj

l1
Xyl2yl3yl4yl5

]
yl1
1 yl2

1 yl3
1 yl4

1 yl5
1 +

m∑

l1=1

[
6Yj

x2yl1
− δj

l1
4Xx3

]
yl1
2 +

(4.8)

+
m∑

l1,l2=1

[
12Yj

xyl1yl2
− δj

l1
6Xx2yl2 − δj

l2
12Xx2yl1

]
yl1
1 yl2

2 +

+
m∑

l1,l2,l3=1

[
6Yj

yl1yl2yl3
− δj

l1
12Xxyl2yl3 − δj

l3
12Xxyl1yl2

]
yl1
1 yl2

1 yl3
2 +

+
m∑

l1,l2,l3,l4=1

[
−δj

l1
6Xyl2yl3yl4 − δj

l4
4Xyl1yl2yl3

]
yl1
1 yl2

1 yl3
1 yl4

2 +

+
m∑

l1,l2=1

[
3Yj

yl1yl2
− δj

l1
12Xxyl2

]
yl1
2 yl2

2 +

+
m∑

l1,l2,l3=1

[
−δj

l1
3Xyl2yl3 − δj

l2
12Xyl1yl3

]
yl1
1 yl2

2 yl3
2 +

m∑

l1=1

[
4Yj

xyl1
− δj

l1
6Xx2

]
yl1
3 +

+
m∑

l1,l2=1

[
4Yj

yl1yl2
− δj

l1
4Xxyl2 − δj

l2
12Xxyl1

]
yl1
1 yl2

3 +

+
m∑

l1,l2,l3=1

[
−δj

l1
4Xyl2yl3 − δj

l3
6Xyl1yl2

]
yl1
1 yl2

1 yl3
3 +

+
m∑

l1,l2=1

[
−δj

l1
4Xyl2 − δj

l2
6Xyl1

]
yl1
2 yl2

3 +

+
m∑

l1=1

[
Yj

yl1
− δj

l1
4Xx

]
yl1
4 +

m∑

l1,l2=1

[
−δj

l1
Xyl2 − δj

l2
4Xyl1

]
yl1
1 yl2

4 .

4.9. Inductive elaboration of the general formula. Now we compare the formula (2.9)
for Y4 with the above formula (4.8) for Yj

4. The goal is to find the rules of transformation
and of development by inspecting several instances, in order to devise how to transform
and to develope the formula (2.25) to several dependent variables.
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First of all, we have to develope the general monomial (yλ1)
µ1 · · · (yλd

)µd . In every
monomial present in the expressions of Yj

1, of Yj
2, of Yj

3 and of Yj
4 above, we see that

the number α of indices lβ appearing in all the sums
∑m

l1,...,lα=1 is exactly equal to µ1 +
· · ·+ µd. To denote these µ1 + · · ·+ µd indices lβ , we shall use the notation:

(4.10) l1:1, . . . , l1:µ1︸ ︷︷ ︸
µ1

, . . . , ld:1, . . . , ld:µd︸ ︷︷ ︸
µd︸ ︷︷ ︸

µ1+···+µd

,

inspired by Convention 3.33. With such a choice of notation, we may avoid long sub-
scripts in the indices lβ , like lµ1+···+µd

. It follows that the development of the general
monomial (yλ1)

µ1 · · · (yλd
)µd to several dependent variables yields mµ1+···+µd possible

choices:

(4.11)
∏

16ν16µ1

y
l1:ν1
λ1
· · · · · ·

∏
16νd6µd

y
ld:νd
λd

,

where the indices l1:1, . . . , l1:µ1 , . . . , ld:1, . . . , ld:µd
take their values in the set

{1, 2, . . . ,m}. Consequently, the general expression of Yj
κ must be of the form:

(4.12)

Yj
κ = Yj

xκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑

µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1

m∑

l1:1=1

· · ·
m∑

l1:µ1=1

· · · · · ·
m∑

ld:1=1

· · ·
m∑

ld:µd
=1

[?]

∏

16ν16µ1

y
l1:ν1
λ1

· · · · · ·
∏

16νd6µd

y
ld:νd
λd

,

where the term in brackets [?] is still unknown. To determine it, let us examine a few
instances.

According to (4.8) (fourth line), the term [6Yx2y − 4Xx3 ] y2 of Y4 developes as∑m
l1=1

[
6Yj

x2yl1
− δj

l1
4Xx3

]
yl1

2 in Yj
4. Here, 6Yx2y just becomes 6Yj

x2yl1
. Thus, we

suspect that the term κ···(κ−µ1λ1−···−µdλd+1)
(λ1!)µ1 µ1!···(λd!)µd µd!

· Yxκ−µ1λ1−···−µdλd yµ1+···+µd of the second line
of (2.25) should simply be developed as

(4.13)

κ(κ− 1) · · · (κ− µ1λ1 − · · · − µdλd + 1)
(λ1!)µ1 µ1! · · · (λd!)µd µd!

·

· ∂κ−µ1λ1−···−µdλd+µ1+···+µdYj

(∂x)κ−µ1λ1−···−µdλd∂yl1:1 · · · ∂yl1:µ1 · · · ∂yld:1 · · · ∂yld:µd

.

This rule is confirmed by inspecting all the other monomials of Yj
1, of Yj

2, of Yj
3 and of

Yj
4.
It remains to determine how we must develope the term in X appearing in the last two

lines of (2.25). To begin with, let us rewrite in advance this term in the slightly different
shape, emphasizing a factorization:
(4.14)

κ · · · (κ− µ1λ1 − · · · − µdλd + 2)
(λ1!)µ1 µ1! · · · (λd!)µd µd!

[
(µ1λ1 + · · ·+ µdλd)Xxκ−µ1λ1−···−µdλd+1 yµ1+···+µd−1

]
.



LIE SYMMETRIES AND CR GEOMETRY 87

Then we examine four instances extracted from the complete expression of Yj
4:

(4.15)





m∑

l1,l2,l3=1

[
4Yj

xyl1yl2yl3
− δj

l1
6Xx2yl2yl3

]
yl1
1 yl2

1 yl3
1 ,

m∑

l1,l2=1

[
12Yj

xyl1yl2
− δj

l1
6Xx2yl2 − δj

l2
12Xx2yl1

]
yl1
1 yl2

2 ,

m∑

l1,l2,l3,l4=1

[
−δj

l1
6Xyl2yl3yl4 − δj

l4
4Xyl1yl2yl3

]
yl1
1 yl2

1 yl3
1 yl4

2 ,

m∑

l1,l2,l3=1

[
−δj

l1
4Xyl2yl3 − δj

l3
6Xyl1yl2

]
yl1
1 yl2

1 yl3
3 ,

and we compare them to the corresponding terms of Y4:

(4.16)





[
4Yxy3 − 6Xx2y2

]
(y1)3,[

12Yxy2 − 18Xx2y

]
y1y2,[−10Xy3

]
(y1)3y2,[−10Xy2

]
(y1)2y3.

In the development from (4.16) to (4.15), we see that the four integers just before X ,
namely 6 = 6, 18 = 6 + 12, 10 = 6 + 4 and 10 = 4 + 6, are split in a certain manner.
Also, a single Kronecker symbol δj

lα
is added as a factor. What are the rules?

In the second splitting 18 = 6 + 12, we see that the relative weight of 6 and of 12 is
the same as the relative weight of 1 and 2 in the splitting 3 = 1 + 2 issued from the lower
indices of the corresponding monomial yl1

1 y
l2
2 . Similarly, in the third splitting 10 = 6 + 4,

the relative weight of 6 and of 4 is the same as the relative weight of 1 + 1 + 1 and of
2 issued from the lower indices of the corresponding monomial yl1

1 y
l2
1 y

l3
1 y

l4
2 . This rule

may be confirmed by inspecting all the other monomials of Y2, Yj
2, of Y3, Yj

3 and of
Y4, Yj

4. For a general κ > 1, the splitting of integers just amounts to decompose the
sum appearing inside the brackets of (4.14) as µ1λ1, µ2λ2, . . . , µdλd. In fact, when we
wrote (4.14), we emphasized in advance the decomposable factor (µ1λ1 + · · ·+ µdλd).

Next, we have to determine what is the subscript α in the Kronecker symbol δj
lα

. We
claim that in the four instances (4.15), the subscript α is intrinsically related to weight
splitting. Indeed, recall that in the second line of (4.15), the number 6 of the splitting
18 = 6 + 12 is related to the number 1 in the splitting 3 = 1 + 2 of the lower indices of
the monomial yl1

1 y
l2
2 . It follows that the index lα must be the index l1 of the monomial yl1

1 .
Similarly, also in the second line of (4.15), the number 12 of the splitting 18 = 6 + 12
being related to the number 2 in the splitting 3 = 1 + 2 of the lower indices of the
monomial yl1

1 y
l2
2 , it follows that the index lα attached to the second X term must be the

index l2 of the monomial yl2
2 .

This rule is still ambiguous. Indeed, let us examine the third line of (4.15). We have the
splitting 10 = 6 + 4, homologous to the splitting of relative weights 5 = (1 + 1 + 1) + 2
in the monomial yl1

1 y
l2
1 y

l3
1 y

l4
2 . Of course, it is clear that we must choose the index

l4 for the Kronecker symbol associated to the second X term −4Xy3 , thus obtaining
−δj

l4
4Xyl1yl2yl3 . However, since the monomial yl1

1 y
l2
1 y

l3
1 has three indices l1, l2 and l3,

there arises a question: what index lα must we choose for the Kronecker symbol δj
lα

at-
tached to the first X term 6Xy3: the index l1, the index l2 or the index l3?

The answer is simple: any of the three indices l1, l2 or l3 works. Indeed, since the
monomial yl1

1 y
l2
1 y

l3
1 is symmetric with respect to all permutations of the set of three indices
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{l1, l2, l3}, we have
(4.17)

m∑

l1,l2,l3,l4=1

[
−δj

l1
6Xyl2yl3yl4

]
yl1
1 yl2

1 yl3
1 yl4

2 =
m∑

l1,l2,l3,l4=1

[
−δj

l2
6Xyl1yl3yl4

]
yl1
1 yl2

1 yl3
1 yl4

2 =

=
m∑

l1,l2,l3,l4=1

[
−δj

l3
6Xyl1yl2yl4

]
yl1
1 yl2

1 yl3
1 yl4

2 .

In fact, we have systematically used such symmetries during the intermediate computa-
tions (not exposed here) which we achieved manually to obtain the final expressions of
Yj

1, of Yj
2, of Yj

3 and of Yj
4. To fix ideas, we have always choosen the first index. Here,

the first index is l1; in the first sum of line 9 of (4.8), the first index lα for the second
weight 12 is l2.

This rule may be confirmed by inspecting all the monomials of Yj
2, of Yj

3, of Yj
4 (and

also of Yj
5, which we have computed in a manuscript, but not copied in this Latex file).

From these considerations, we deduce that for the general formula, the weight decom-
position is simply µ1λ1, . . . , µdλd and that the Kronecker symbol δj

α is intrinsically associ-
ated to the weights. In conclusion, building on inductive reasonings, we have formulated
the following statement.

Theorem 4.18. For one independent variable x, for several dependent variables
(y1, . . . , ym) and for κ > 1, the general expression of the coefficient Yj

κ of the
prolongation (4.3) of a vector field is:
(4.19)

Yj
κ = Yj

xκ +
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑

µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1

m∑

l1:1=1

· · ·
m∑

l1:µ1=1

· · · · · ·
m∑

ld:1=1

· · ·
m∑

ld:µd
=1

κ(κ− 1) · · · (κ− µ1λ1 + · · ·+ µdλd + 2)
(λ1!)µ1 µ1! · · · (λd!)µd µd!




(κ− µ1λ1 − · · · − µdλd + 1)
∂κ−µ1λ1−···−µdλd+µ1+···+µdYj

(∂x)κ−µ1λ1−···−µdλd∂yl1:1 · · · ∂yl1:µ1 · · · ∂yld:1 · · · ∂yld:µd

−

− δj
l1:1

µ1λ1
∂κ−µ1λ1−···−µdλd+µ1+···+µdX

(∂x)κ−µ1λ1−···−µdλd+1∂̂yl1:1 · · · ∂yl1:µ1 · · · ∂yld:1 · · · ∂yld:µd

−

− · · ·−

− δj
ld:1

µdλd
∂κ−µ1λ1−···−µdλd+µ1+···+µdX

(∂x)κ−µ1λ1−···−µdλd+1∂yl1:1 · · · ∂yl1:µ1 · · · ∂̂yld:1 · · · ∂yld:µd




·

·
∏

16ν16µ1

y
l1:ν1
λ1

· · · · · ·
∏

16νd6µd

y
ld:νd
λd

.

Here, the notation ∂̂yl means that the partial derivative is dropped.

Since the fundamental monomials appearing in the last line of (4.19) just above are not
independent of each other, this formula has still to be modified a little bit. We refer to
Section 6 for details.

4.20. Deduction of a multivariate Faà di Bruno formula. Let m ∈ N with m > 1, let
y = (y1, . . . , ym) ∈ Km, let f = f(y1, . . . , ym) be a C∞-smooth function from Km to K,
let x ∈ K and let g1 = g1(x), . . . , gm = gm(x) be C∞ functions from K to K. The goal
is to obtain an explicit formula for the derivatives, with respect to x, of the composition
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h := f ◦ g, namely h(x) := f (g1(x), . . . , gm(x)). For λ ∈ N with λ > 1, and for
j = 1, . . . ,m, we shall abbreviate the derivative dλgj

dxλ by gj
λ and similarly for hλ. The

partial derivatives ∂λf

∂yl1 ···∂ylλ
will be abbreviated by fl1,...,lλ .

Appying the chain rule, we may compute:
(4.21)

h1 =
m∑

l1=1

fl1 gl1
1 ,

h2 =
m∑

l1,l2=1

fl1,l2 gl1
1 gl2

1 +
m∑

l1=1

fl1 gl1
2 ,

h3 =
m∑

l1,l2,l3=1

fl1,l2,l3 gl1
1 gl2

1 gl3
1 + 3

m∑

l1,l2=1

fl1,l2 gl1
1 gl2

2 +
m∑

l1=1

fl1 gl1
3 ,

h4 =
m∑

l1,l2,l3,l4=1

fl1,l2,l3,l4 gl1
1 gl2

1 gl3
1 gl4

1 + 6
m∑

l1,l2,l3=1

fl1,l2,l3 gl1
1 gl2

1 gl3
2 +

+ 3
m∑

l1,l2=1

fl1,l2 gl1
2 gl2

2 + 4
m∑

l1,l2=1

fl1,l2 gl1
1 gl2

3 +
m∑

l1=1

fl1 gl1
4 ,

h5 =
m∑

l1,l2,l3,l4,l5=1

fl1,l2,l3,l4,l5 gl1
1 gl2

1 gl3
1 gl4

1 gl5
1 + 10

m∑

l1,l2,l3,l4=1

fl1,l2,l3,l4 gl1
1 gl2

1 gl3
1 gl4

2 +

+ 15
m∑

l1,l2,l3=1

fl1,l2,l3 gl1
1 gl2

2 gl3
2 + 10

m∑

l1,l2,l3=1

fl1,l2,l3 gl1
1 gl2

1 gl3
3 +

+ 10
m∑

l1,l2=1

fl1,l2 gl1
2 gl2

3 + 5
m∑

l1,l2=1

fl1,l2 gl1
1 gl2

4 +
m∑

l1=1

fl1 gl1
5 .

Introducing the derivations
(4.22)

F 2 :=
m∑

l1=1

gl1
2

∂

∂gl1
1

+
m∑

l1=1

gl1
1




m∑

l2=1

fl1,l2

∂

∂fl2


 ,

F 3 :=
m∑

l1=1

gl1
2

∂

∂gl1
1

+
m∑

l1=1

gl1
3

∂

∂gl1
2

+
m∑

l1=1

gl1
1




m∑

l2=1

fl1,l2

∂

∂fl2

+
m∑

l2,l3=1

fl1,l2,l3

∂

∂fl2,l3


 ,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

F λ :=
m∑

l1=1

gl1
2

∂

∂gl1
1

+
m∑

l1=1

gl1
3

∂

∂gl1
2

+ · · ·+
m∑

l1=1

gl1
λ

∂

∂gl1
λ−1

+

+
m∑

l1=1

gl1
1




m∑

l2=1

fl1,l2

∂

∂fl2

+
m∑

l2,l3=1

fl1,l2,l3

∂

∂fl2,l3

+ · · ·+
m∑

l2,...,lλ=1

fl1,l2,...,lλ

∂

∂fl2,...,lλ


 ,

we observe that the following induction relations hold:

(4.23)

h2 = F 2 (h1) ,

h3 = F 3 (h2) ,

. . . . . . . . . . . . . . .

hλ = F λ (hλ−1) .
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To obtain the explicit version of the Faà di Bruno in the case of one variable x and sev-
eral variables (y1, . . . , ym), it suffices to extract from the expression of Yj

κ provided by
Theorem 4.18 only the terms corresponding to µ1λ1 + · · · + µdλd = κ, dropping all the
X terms. After some simplifications and after a translation by means of an elementary
dictionary, we may formulate a statement.

Theorem 4.24. For every integer κ > 1, the κ-th partial derivative of the composite
function h = h(x) = f (g1(x), . . . , gm(x)) with respect to x may be expressed as an
explicit polynomial depending on the partial derivatives of f , on the derivatives of g and
having integer coefficients:
(4.25)

dκh

dxκ
=

κ∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd=κ

κ!

(λ1!)µ1 µ1! · · · (λd!)µd µd!

m∑

l1:1,...,l1:µ1=1

· · ·
m∑

ld:1,...,ld:µd
=1

∂µ1+···+µdf

∂yl1:1 · · · ∂yl1:µ1 · · · ∂yld:1 · · · ∂yld:µd

∏
16ν16µ1

dλ1gl1:ν1

dxλ1
· · ·

∏
16νd6µd

dλdgld:νd

dxλd
.

We refer to Section 6 for the final writing of the above formula (4.25).

§5. SEVERAL INDEPENDENT VARIABLES AND SEVERAL DEPENDENT VARIABLES

5.1. Expression of Yj
i1

, of Yj
i1,i2

and of Yj
i1,i2,i3

. Applying the induction (1.31) and
working out the obtained formulas until they take a perfect shape, we obtain firstly:

(5.2) Yj
i1

= Yj
xi1

+
m∑

l1=1

n∑

k1=1

[
δk1
i1
Yj

yl1
− δj

l1
X k1

xi1

]
yl1

k1
+

m∑

l1,l2=1

n∑

k1,k2=1

[
−δj

l2
δk1
i1
X k2

yl1

]
yl1

k1
yl2

k2
.

Secondly:
(5.3)

Yj
i1,i2

= Yj
xi1xi2

+
m∑

l1=1

n∑

k1=1

[
δk1
i1
Yj

xi2yl1
+ δk1

i2
Yj

xi1yl1
− δj

l1
X k1

xi1xi2

]
yl1

k1
+

+
m∑

l1,l2=1

n∑

k1,k2=1

[
δk1,k2
i1, i2

Yj

yl1yl2
− δj

l2
δk1
i1
X k2

xi2yl1
− δj

l2
δk1
i2
X k2

xi1yl1

]
yl1

k1
yl2

k2
+

+
m∑

l1,l2,l3=1

n∑

k1,k2,k3=1

[
−δj

l3
δk1,k2
i1, i2

X k3

yl1yl2

]
yl1

k1
yl2

k2
yl3

k3
+

+
m∑

l1=1

n∑

k1,k2=1

[
δk1,k2
i1, i2

Yj

yl1
− δj

l1
δk1
i1
X k2

xi2
− δj

l1
δk1
i2
X k2

xi1

]
yl1

k1,k2
+

+
m∑

l1,l2=1

n∑

k1,k2,k3=1

[
−δj

l1
δk2,k3
i1, i2

X k1

yl2
− δj

l2
δk3,k1
i1, i2

X k2

yl1
− δj

l2
δk1,k2
i1, i2

X k3

yl1

]
yl1

k1
yl2

k2
yl3

k3
.
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Thirdly:

Yj
i1,i2,i3

= Yj
xi1xi2xi3

+
m∑

l1=1

n∑

k1=1

[
δk1
i1
Yj

xi2xi3yl1
+ δk1

i2
Yj

xi1xi3yl1
+ δk1

i3
Yj

xi1xi2yl1
− δj

l1
X k1

xi1xi2xi3

]
yl1

k1
+

+
m∑

l1,l2=1

n∑

k1,k2=1

[
δk1,k2
i1, i2

Yj

xi3yl1yl2
+ δk1,k2

i3, i1
Yj

xi2yl1yl2
+ δk1,k2

i2, i3
Yj

xi1yl1yl2
−

−δj
l2

δk1
i1
X k2

xi2xi3yl1
− δj

l2
δk1
i2
X k2

xi1xi3yl1
− δj

l2
δk1
i3
X k2

xi1xi2yl1

]
yl1

k1
yl2

k2
+

+
m∑

l1,l2,l3=1

n∑

k1,k2,k3=1

[
δk1,k2,k3
i1, i2, i3

Yj

yl1yl2yl3
− δj

l3
δk1,k2
i1, i2

X k3

xi3yl1yl2
−

−δj
l3

δk1,k2
i1, i3

X k3

xi2yl1yl2
− δj

l3
δk1,k2
i2, i3

X k3

xi1yl1yl2

]
yl1

k1
yl2

k2
yl3

k3
+

+
m∑

l1,l2,l3,l4=1

n∑

k1,k2,k3,k4=1

[
−δj

l4
δk1,k2,k3
i1, i2, i3

X k4

yl1yl2yl3

]
yl1

k1
yl2

k2
yl3

k3
yl4

k4
+

+
m∑

l1=1

n∑

k1,k2=1

[
δk1,k2
i1, i2

Yj

xi3yl1
+ δk1,k2

i3, i1
Yj

xi2yl1
+ δk1,k2

i2, i3
Yj

xi1yl1
−

−δj
l1

δk1
i1
X k2

xi2xi3
− δj

l1
δk1
i2
X k2

xi1xi3
− δj

l1
δk1
i3
X k2

xi1xi2

]
yl1

k1,k2
+

(5.4)

+
m∑

l1,l2=1

n∑

k1,k2,k3=1

[
δk1,k2,k3
i1, i2, i3

Yj

yl1yl2
+ δk3,k1,k2

i1, i2, i3
Yj

yl1yl2
+ δk2,k3,k1

i1, i2, i3
Yj

yl1yl2
−

−δj
l1

δk2,k3
i1, i2

X k1

xi3yl2
− δj

l1
δk2,k3
i1, i3

X k1

xi2yl2
− δj

l1
δk2,k3
i2, i3

X k1

xi1yl2
−

−δj
l2

δk3,k1
i1, i2

X k2

xi3yl1
− δj

l2
δk3,k1
i1, i3

X k2

xi2yl1
− δj

l2
δk3,k1
i2, i3

X k2

xi1yl1
−

−δj
l2

δk1,k2
i1, i2

X k3

xi3yl1
− δj

l2
δk1,k2
i1, i3

X k3

xi2yl1
− δj

l2
δk1,k2
i2, i3

X k3

xi1yl1

]
yl1

k1
yl2

k2,k3
+

+
m∑

l1,l2,l3=1

n∑

k1,k2,k3,k4=1

[
−δj

l3
δk1,k2,k3
i1, i2, i3

X k4

yl1yl2
− δj

l3
δk2,k3,k1
i1, i2, i3

X k4

yl1yl2
− δj

l3
δk3,k2,k1
i1, i2, i3

X k4

yl1yl2
−

−δj
l2

δk3,k4,k1
i1, i2, i3

X k2

yl1yl3
− δj

l2
δk3,k1,k4
i1, i2, i3

X k2

yl1yl3
−

−δj
l2

δk1,k3,k4
i1, i2, i3

X k2

yl1yl3

]
yl1

k1
yl2

k2
yl3

k3,k4
+

+
m∑

l1,l2=1

n∑

k1,k2,k3,k4=1

[
−δj

l2
δk1,k2,k3
i1, i2, i3

X k3

yl1
− δj

l2
δk2,k4,k1
i1, i2, i3

X k3

yl1
− δj

l2
δk4,k1,k2
i1, i2, i3

X k3

yl1

]
yl1

k1,k2
yl2

k3,k4
+

+
m∑

l1=1

n∑

k1,k2,k3=1

[
δk1,k2,k3
i1, i2,ı3

Yj

yl1
− δj

l1
δk1,k2
i1, i2

X k3

xi3
− δj

l1
δk1,k2
i1, i3

X k3

xi2
− δj

l1
δk1,k2
i2, i3

X k3

xi1

]
yl1

k1,k2,k3
+

+
m∑

l1,l2=1

n∑

k1,k2,k3,k4=1

[
−δj

l2
δk1,k2,k3
i1, i2, i3

X k4

yl1
− δj

l2
δk4,k1,k2
i1, i2, i3

X k3

yl1
− δj

l2
δk3,k4,k1
i1, i2, i3

X k2

yl1
−

−δj
l1

δk2,k3,k4
i1, i2, i3

X k1

yl2

]
yl1

k1
yl2

k2,k3,k4
.

5.5. Final synthesis. To obtain the general formula for Yj
i1,...,iκ

, we have to achieve the
synthesis between the two formulas (3.74) and (4.19). We start with (3.74) and we modify
it until we reach the final formula for Yj

i1,...,iκ
.
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We have to add the µ1 + · · ·+µd sums
∑m

l1:1=1 · · ·
∑m

l1:µ1=1 · · · · · ·
∑m

ld:1=1 · · ·
∑m

ld:µd
=1,

together with various indices lα. About these indices, the only point which is not obvious
may be analyzed as follows.

A permutation σ ∈ F
(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

yields the list:

(5.6)
σ(1 :1 :1), . . . , σ(1 :1 :λ1), . . . σ(1 :µ1 :1), . . . , σ(1 :µ1 :λ1), . . .

. . . , σ(d :1 :1), . . . , σ(1 :1 :λd), . . . σ(d :µd :1), . . . , σ(d :µd :λd),

In the sixth line of (3.74), the last term σ(d : µd : λd) of the above list appears as the
subscript of the upper index kσ(d:µd:λd) of the term X kσ(d:µd:λd) . According to the formal
rules of Theorem 4.19, we have to multiply the partial derivative ofX kσ(d:µd:λd) by a certain
Kronecker symbol δj

lα
. The question is: what is the subscript α and how to denote it?

As explained before the statement of Theorem 4.19, the subscript α is obtained as
follows. The term σ(d :µd :λd) is of the form (e :νd :γe), for some e with 1 6 e 6 d, for
some νe with 1 6 νe 6 µe and for some γe with 1 6 γe 6 λe. The single pure jet variable

(5.7) y
le:νe
ke:νe:1,...,ke:νe:γe ,...,ke:νe:λe

appears inside the total monomial

(5.8)
∏

16ν16µ1

y
l1:ν1
k1:ν1:1,...,k1:ν1:λ1

· · ·
∏

16νd6µd

y
ld:νd
kd:νd:1,...,kd:νd:λd

,

placed at the end of the formula for Yj
i1,...,iκ

(see in advance formula (5.13) below; this
total monomial generalizes to several dependent variables the total monomial appearing
in the last line of (3.74)). According to the rule explained before the statement of Theo-
rem 4.18, the index lα must be equal to le:νe , since le:νe is attached to the monomial (5.7).
Coming back to the term σ(d :µd :λd), we shall denote this index by

(5.9) le:νe =: lπ(e:νe:γe) =: lπσ(d:µd:λd),

where the symbol π denotes the projection from the set

(5.10) {1:1 :1, . . . , 1:µ1 :λ1, . . . . . . , d :1 :1, . . . , d :µd :λd}

to the set

(5.11) {1:1, . . . , 1:µ1, . . . , d :1, . . . , d :µd}

simply defined by π(e :νe :γe) := (e :νe).
In conclusion, by means of this formalism, we may write down the complete gener-

alization of Theorems 2.24, 3.73 and 4.18 to several independent variables and several
dependent variables
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Theorem 5.12. For j = 1, . . . ,m, for every κ > 1 and for every choice of κ indices
i1, . . . , iκ in the set {1, 2, . . . , n}, the general expression of Yj

i1,...,iκ
is as follows:

(5.13)

Yj
i1,...,iκ

= Yj
xi1 ···xiκ

+
κ+1∑

d=1

∑

16λ1<···<λd6κ

∑

µ1>1,...,µd>1

∑

µ1λ1+···+µdλd6κ+1

m∑

l1:1=1

· · ·
m∑

l1:µ1=1

· · · · · ·
m∑

ld:1=1

· · ·
m∑

ld:µd
=1

n∑

k1:1:1,...,k1:1:λ1
=1

· · ·
n∑

k1:µ1:1,...,k1:µ1:λ1
=1

· · · · · ·
n∑

kd:1:1,...,kd:1:λd
=1

· · ·
n∑

kd:µd:1,...,kd:µd:λd
=1




∑

σ∈F
(µ1,λ1),...,(µd,λd)

µ1λ1+···+µdλd

∑

τ∈S
µ1λ1+···+µdλd
κ

δ
kσ(1:1:1),...,kσ(1:µ1:λ1),...,kσ(d:µd:λd)

iτ(1),...,iτ(µ1λ1),...,iτ(µ1λ1+···+µdλd)
·

· ∂κ−µ1λ1−···−µdλd+µ1+···+µdYj

∂xiτ(µ1λ1+···+µdλd+1) · · · ∂xiτ(κ)∂yl1:1 · · · ∂yld:µd

−

−
∑

σ∈F
(µ1,λ1),...,(µd,λd)

µ1λ1+···+µdλd

∑

τ∈S
µ1λ1+···+µdλd−1
κ

δ
kσ(1:1:1),...,kσ(1:µ1:λ1),...,kσ(d:µd:λd−1)

iτ(1),...,iτ(µ1λ1),...,iτ(µ1λ1+···+µdλd−1)
·

· δj
lπσ(d:µd:λd)

· ∂κ−µ1λ1−···−µdλd+µ1+···+µdX kσ(d:µd:λd)

∂xiτ(µ1λ1+···+µdλd) · · · ∂xiτ(κ)∂yl1:1 · · · ̂
∂ylπσ(d:µd:λd) · · · ∂yld:µd




·

·
∏

16ν16µ1

y
l1:ν1
k1:ν1:1,...,k1:ν1:λ1

· · ·
∏

16νd6µd

y
ld:νd
kd:νd:1,...,kd:νd:λd

.

In this formula, the coset F
(µ1,λ1),...,(µd,λd)
µ1λ1+···+µdλd

was defined in equation (3.71); as in Theo-
rem 3.73, we have made the identification:

(5.14) {1, . . . , κ} ≡ {1:1 :1, . . . , 1:µ1 :λ1, . . . . . . , d :1 :1, . . . , d :µd :λd}.

Since the fundamental monomials appearing in the last line of (4.19) just above are not
independent of each other, this formula has still to be modified a little bit. We refer to
Section 6 for details.

5.15. Deduction of the most general multivariate Faà di Bruno formula. Let n ∈ N
with n > 1, let x = (x1, . . . , xn) ∈ Kn, let m ∈ N with m > 1, let gj = gj(x1, . . . , xn),
j = 1, . . . ,m, be C∞-smooth functions from Kn to Km, let y = (y1, . . . , ym) ∈ Km and
let f = f(y1, . . . , ym) be a C∞ function from Km to K. The goal is to obtain an explicit
formula for the partial derivatives of the composition h := f ◦ g, namely

(5.16) h(x1, . . . , xn) := f
(
g1(x1, . . . , xn), . . . , gm(x1, . . . , xn)

)
.

For j = 1, . . . ,m, for λ ∈ Nwith λ > 1 and for arbitrary indices i1, . . . , iλ = 1, . . . , n, we
shall abbreviate the partial derivative ∂λgj

∂xi1 ···∂xiλ
by gj

i1,...,iλ
and similarly for hi1,...,iλ . For

arbitrary indices l1, . . . , lλ = 1, . . . ,m, the partial derivative ∂λf

∂yl1 ···∂ylλ
will be abbreviated

by fl1,...,lλ .
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Appying the chain rule, we may compute:
(5.17)

hi1 =
m∑

l1=1

fl1

[
gl1
i1

]
,

hi1,i2 =
m∑

l1,l2=1

fl1,l2

[
gl1
i1

gl2
i2

]
+

m∑

l1=1

fl1

[
gl1
i1,i2

]
,

hi1,i2,i3 =
m∑

l1,l2,l3=1

fl1,l2,l3

[
gl1
i1

gl2
i2

gl3
i3

]
+

m∑

l1,l2=1

fl1,l2

[
gl1
i1

gl2
i2,i3

+ gl1
i2

gl2
i1,i3

+ gl1
i3

gl2
i1,i2

]
+

+
m∑

l1=1

fl1

[
gl1
i1,i2,i3

]
,

hi1,i2,i3,i4 =
m∑

l1,l2,l3,l4=1

fl1,l2,l3,l4

[
gl1
i1

gl2
i2

gl3
i3

gl4
i4

]
+

m∑

l1,l2,l3=1

fl1,l2,l3

[
gl1
i2

gl2
i3

gl3
i1,i4

+ gl1
i3

gl2
i1

gl3
i2,i4

+ gl1
i1

gl2
i2

gl3
i3,i4

+

+gl1
i1

gl2
i4

gl3
i2,i3

+ gl1
i2

gl2
i4

gl3
i3,i1

+ gl1
i3

gl2
i4

gl3
i1,i2

]
+

+
m∑

l1,l2=1

fl1,l2

[
gl1
i1,i2

gl2
i3,i4

+ gl1
i1,i3

gl2
i2,i4

+ gl1
i1,i4

gl2
i2,i3

]
+

+
m∑

l1,l2=1

fl1,l2

[
gl1
i1

gl2
i2,i3,i4

+ gl1
i2

gl2
i1,i3,i4

+ gl1
i3

gl2
i1,i2,i4

+ gl1
i4

gl2
i1,i2,i3

]
+

+
m∑

l1=1

fl1

[
gl1
i1,i2,i3,i4

]
.

Introducing the derivations

F 2
i :=

n∑

k1=1

m∑

l1=1

gl1
k1,i

∂

∂gl1
k1

+
m∑

l1=1

gl1
i




m∑

l2=1

fl1,l2

∂

∂fl2


 ,

F 3
i :=

n∑

k1=1

m∑

l1=1

gl1
k1,i

∂

∂gl1
k1

+
n∑

k1,k2=1

m∑

l1=1

gl1
k1,k2,i

∂

∂gl1
k1,k2

+

+
m∑

l1=1

gl1
i




m∑

l2=1

fl1,l2

∂

∂fl2

+
m∑

l2,l3=1

fl1,l2,l3

∂

∂fl2,l3


 ,

(5.18) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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F λ
i :=

n∑

k1=1

m∑

l1=1

gl1
k1,i

∂

∂gl1
k1

+
n∑

k1,k2=1

m∑

l1=1

gl1
k1,k2,i

∂

∂gl1
k1,k2

+ · · ·+

+
n∑

k1,k2,...,kλ−1=1

m∑

l1=1

gk1,k2,...,kλ−1,i
∂

∂gl1
k1,...,kλ−1

+

+
m∑

l1=1

gl1
i




m∑

l2=1

fl1,l2

∂

∂fl2

+
m∑

l2,l3=1

fl1,l2,l3

∂

∂fl2,l3

+

+ · · ·+
∑

l2,l3,...,lλ

fl1,l2,l3,...,lλ

∂

∂fl2,l3,...,lλ


 ,

we observe that the following induction relations hold:

(5.19)

hi1,i2 = F 2
i2

(hi1) ,

hi1,i2,i3 = F 3
i3

(hi1,i2) ,

. . . . . . . . . . . . . . . . . . . . .

hi1,i2,...,iλ = F λ
iλ

(
hi1,i2,...,iλ−1

)
.

To obtain the explicit version of the Faà di Bruno in the case of several variables
(x1, . . . , xn) and several variables (y1, . . . , ym), it suffices to extract from the expression
of Yj

i1,...,iκ
provided by Theorem 5.12 only the terms corresponding to µ1λ1+· · ·+µdλd =

κ, dropping all the X terms. After some simplifications and after a translation by means
of an elementary dictionary, we obtain the fourth and the most general multivariate Faà di
Bruno formula.

Theorem 5.20. For every integer κ > 1 and for every choice of indices i1, . . . , iκ in the
set {1, 2, . . . , n}, the κ-th partial derivative of the composite function

(5.21) h = h(x1, . . . , xn) = f
(
g1(x1, . . . , xn), . . . , gm(x1, . . . , xn)

)

with respect to the variables xi1 , . . . , xiκ may be expressed as an explicit polynomial de-
pending on the partial derivatives of f , on the partial derivatives of the gj and having
integer coefficients:
(5.22)

∂κh

∂xi1 · · · ∂xiκ
=

κ∑

d=1

∑

16λ1<···<λd6κ

∑
µ1>1,...,µd>1

∑

µ1λ1+···+µdλd=κ

m∑

l1:1,...,l1:µ1=1

· · ·
m∑

ld:1,...,ld:µd
=1

∂µ1+···+µdf

∂yl1:1 · · · ∂yl1:µ1 · · · ∂yld:1 · · · ∂yld:µd




∑

σ∈F
(µ1,λ1),...,(µd,λd)
κ

∏
16ν16µ1

∂λ1gl1:ν1

∂xiσ(1:ν1:1) · · · ∂xiσ(1:ν1:λ1)
. . .

. . .
∏

16νd6µd

∂λdgld:νd

∂xiσ(d:νd:1) · · · ∂xiσ(d:νd:λd)



.
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III: Systems of second order
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§1. EXPLICIT CHARACTERIZATIONS OF FLATNESS

In 1883, S. Lie obtained the following explicit characterization of the local equivalence
of a second order ordinary differential equation (E1): yxx = F (x, y, yx) to the Newtonian
free particle equation with one degree of freedom YXX = 0. All the functions are assumed
to be analytic.

Theorem 1.1. ([Lie1883], pp. 362–365) Let K = R of C. Let x ∈ K and y ∈ K. A local
second order ordinary differential equation yxx = F (x, y, yx) is equivalent under an
invertible point transformation (x, y) 7→ (X(x, y), Y (x, y)) to the free particle equation
YXX = 0 if and only if the following two conditions are satisfied:

(i) Fyxyxyxyx = 0, or equivalently F is a degree three polynomial in yx, namely there
exist four functions G, H , L and M of (x, y) such that F can be written as

(1.2) F (x, y, yx) = G(x, y) + yx ·H(x, y) + (yx)
2 · L(x, y) + (yx)

3 ·M(x, y);

(ii) the four functionsG,H , L andM satisfy the following system of two second order
quasi-linear partial differential equations:

(1.3)





0 = −2Gyy +
4

3
Hxy − 2

3
Lxx+

+ 2 (GL)y − 2GxM − 4GMx +
2

3
H Lx − 4

3
HHy,

0 = −2

3
Hyy +

4

3
Lxy − 2Mxx+

+ 2GMy + 4Gy M − 2 (HM)x − 2

3
Hy L+

4

3
LLx.

Open question 1.4. Deduce an explicit necessary and sufficient condition for the associ-
ated submanifold of solutions y = Π(x, a, b) to be locally equivalent to Y = B +XA.

Assuming F = F (x, yx) to be independent of y, or equivalently assumingM(E1) to be:

(1.5) y = b+ Π(x, a),
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the author has checked that equivalence to Y = B +XA holds if and only if two differ-
ential rational expressions annihilate:

(1.6)

0 =
Πx2a4(
Πxa

)4 − 6
Πx2a3 Πxa2(

Πxa

)5 + 15
Πx2a2

(
Πxa2

)2

(
Πxa

)6 − 4
Πx2a2 Πxa3(

Πxa

)5

− Πx2a Πxa4(
Πxa

)5 + 10
Πxa3 Πx2a Πxa2(

Πxa

)6 − 15
Πx2a

(
Πxa2

)3

(
Πxa

)7 and

0 =
Πx4a2(
Πxa

)2 − 6
Πx3a2 Πx2a(

Πxa

)3 − 4
Πx3a Πx2a2(

Πxa

)3 − Πx4a Πxa2(
Πxa

)3 +

+ 15
Πx2a2

(
Πx2a

)2

(
Πxa

)4 + 10
Πx3a Πx2a Πxa2(

Πxa

)4 − 15

(
Πx2a

)3
Πxa2

(
Πxa

)5 .

As an application, this characterizes local sphericity of a rigid hypersurface w = w̄ +
iΘ(z, z̄) of C2. The answer for a general y = Π(x, a, b), together with a proof, will
appear elsewhere.

A modern restitution of Lie’s original proof of Theorem 1.1 may be found in [Me2004].
In this reference, we generalize Theorem 1.1 to several dependent variables y =
(y1, y2, . . . , ym). In the present Part III, we will instead pass to several independent vari-
ables x = (x1, x2, . . . , xn).

Theorem 1.7. Let K = R or C, let n ∈ N, suppose n > 2 and consider a sys-
tem of completely integrable partial differential equations in n independent variables
x = (x1, . . . , xn) ∈ Kn and in one dependent variable y ∈ K of the form:

(1.8) yxj1xj2 (x) = F j1,j2
(
x, y(x), yx1(x), . . . , yxn(x)

)
, 1 6 j1, j2 6 n,

where F j1,j2 = F j2,j1 . Under a local change of coordinates (x, y) 7→ (X,Y ) =
(X(x, y), Y (x, y)), this system (1.8) is equivalent to the simplest “flat” system

(1.9) YXj1Xj2 = 0, 1 6 j1, j2 6 n,

if and only if there exist arbitrary functions Gj1,j2 , Hk1
j1,j2

, Lk1
j1

and Mk1 of the variables
(x, y), for 1 6 j1, j2, k1 6 n, satisfying the two symmetry conditions Gj1,j2 = Gj2,j1 and
Hk1

j1,j2
= Hk1

j2,j1
, such that the equation (1.8) is of the specific cubic polynomial form:

(1.10) yxj1xj2 = Gj1,j2 +
n∑

k1=1

yxk1

(
Hk1

j1,j2
+

1

2
yxj1 L

k1
j2

+
1

2
yxj2 L

k1
j1

+ yxj1yxj2 M
k1

)
,

for j1, j2 = 1, . . . , n.

It may seem quite paradoxical and counter-intuitive (or even false?) that every sys-
tem (1.10), for arbitrary choices of functionsGj1,j2 , Hk1

j1,j2
, Lk1

j1
andMk1 , is automatically

equivalent to YXj1Xj2 = 0. However, a strong hidden assumption holds: that of complete
integrability. Shortly, this crucial condition amounts to say that

(1.11) Dj3

(
F j1,j2

)
= Dj2

(
F j1,j3

)
,

for all j1, j2, j3 = 1, . . . , n, where, for j = 1, . . . , n, the Dj are the total differentiation
operators defined by

(1.12) Dj :=
∂

∂xj
+ yxj

∂

∂y
+

n∑

l=1

F j,l ∂

∂yxl

.
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These conditions are non-void precisely when n > 2. More concretely, developing
out (1.11) when the F j1,j2 are of the specific cubic polynomial form (1.10), after some
nontrivial manual computation, we obtain the complicated cubic differential polynomial
in the variables yxk . Equating to zero all the coefficients of this cubic polynomial, we
obtain four familes (I’), (II’), (III’) and (IV’) of first order partial differential equations
satisfied by Gj1,j2 , Hk1

j1,j2
, Lk1

j1
and Mk1:

(I’)

{
0 = Gj1,j2,xj3 −Gj1,j3,xj2 +

n∑

k1=1

Hk1
j1,j2

Gk1,j3 −
n∑

k1=1

Hk1
j1,j3

Gk1,j2 .

(II’)





0 = δk1
j3
Gj1,j2,y − δk1

j2
Gj1,j3,y +Hk1

j1,j2,xj3
−Hk1

j1,j3,xj2
+

+
1

2
Gj1,j3 L

k1
j2
− 1

2
Gj1,j2 L

k1
j3

+

+
1

2
δk1
j1

n∑

k2=1

Gk2,j3 L
k2
j2
− 1

2
δk1
j1

n∑

k2=1

Gk2,j2 L
k2
j3

+

+
1

2
δk1
j2

n∑

k2=1

Gk2,j3 L
k2
j1
− 1

2
δk1
j3

n∑

k2=1

Gk2,j2 L
k2
j1

+

+
n∑

k2=1

Hk1
k2,j3

Hk2
j1,j2
−

n∑

k2=1

Hk1
k2,j2

Hk2
j1,j3

.

(III’)





0 =
∑

σ∈S2

(
δ

k2)

j3
H

kσ(1)

j1,j2,y − δ
kσ(2)

j2
H

kσ(1)

j1,j3,y+

+
1

2
δ

kσ(2)

j2
L

kσ(1)

j1,xj3
− 1

2
δ

kσ(2)

j3
L

kσ(1)

j1,xj2
+

+
1

2
δ

kσ(2)

j1
L

kσ(1)

j2,xj3
− 1

2
δ

kσ(2)

j1
L

kσ(1)

j3,xj2
+

+δ
kσ(2)

j2
Gj1,j3 M

kσ(1) − δkσ(2)

j3
Gj1,j2 M

kσ(1)+

+δ
kσ(1),kσ(2)

j1, j2

n∑

k3=1

Gk3,j3 M
k3 − δkσ(1),kσ(2)

j1, j3

n∑

k3=1

Gk3,j2 M
k3+

+
1

2
δ

kσ(1)

j1

n∑

k3=1

H
kσ(2)

k3,j3
Lk3

j2
− 1

2
δ

kσ(1)

j1

n∑

k3=1

H
kσ(2)

k3,j2
Lk3

j3
+

+
1

2
δ

kσ(1)

j2

n∑

k3=1

H
kσ(2)

k3,j3
Lk3

j1
− 1

2
δ

kσ(1)

j3

n∑

k3=1

H
kσ(2)

k3,j2
Lk3

j1
+

+
1

2
δ

kσ(1)

j3

n∑

k3=1

Hk3
j1,j2

L
kσ(2)

k3
− 1

2
δ

kσ(1)

j2

n∑

k3=1

Hk3
j1,j3

L
kσ(2)

k3

)
.
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(IV’)





0 =
∑

σ∈S3

(
1

2
δ

kσ(3),kσ(2)

j3, j1
L

kσ(1)

j2,y −
1

2
δ

kσ(3),kσ(2)

j2, j1
L

kσ(1)

j3,y +

+δ
kσ(3),kσ(2)

j2, j1
M

kσ(1)

xj3
− δkσ(3),kσ(2)

j3, j1
M

kσ(1)

xj2
+

+δ
kσ(3),kσ(1)

j2, j1

n∑

k4=1

H
kσ(2)

k4,j3
Mk4 − δkσ(3),kσ(1)

j3, j1

n∑

k4=1

H
kσ(2)

k4,j2
Mk4+

+
1

4
δ

kσ(1),kσ(3)

j1, j3

n∑

k4=1

L
kσ(2)

k4
Lk4

j2
− 1

4
δ

kσ(1),kσ(3)

j1, j2

n∑

k4=1

L
kσ(2)

k4
Lk4

j3

)
.

(These systems (I’), (II’), (III’) and (IV’) should be distinguished from the systems (I),
(II), (III) and (IV) of Theorem 1.7 in [Me2004], although they are quite similar.) Here,
the indices j1, j2, j3, k1, k2, k3 vary in {1, 2, . . . , n}. By S2 and by S3, we denote the
permutation group of {1, 2} and of {1, 2, 3}. To facilitate hand- and Latex-writing, partial
derivatives are denoted as indices after a comma; for instance, Gj1,j2,xj3 is an abreviation
for ∂Gj1,j2/∂x

j3 . To deduce (I’), (II’), (III’) and (IV’) from equation (1.11), we use the
fact that every cubic polynomial equation of the form

(1.13)

0 ≡ A+
n∑

k1=1

Bk1 · yxk1 +
n∑

k1=1

n∑

k2=1

Ck1,k2 · yxk1 yxk2+

+
n∑

k1=1

n∑

k2=1

n∑

k2=1

Dk1,k2,k3 · yxk1 yxk2 yxk3

is equivalent to the annihilation of the following symmetric sums of its coefficients:

(1.14)





0 = A,

0 = Bk1 ,

0 = Ck1,k2 + Ck2,k1 ,

0 = Dk1,k2,k3 +Dk3,k1,k2 +Dk2,k3,k1 +Dk2,k1,k3 +Dk3,k2,k1 +Dk1,k3,k2 .

for all k1, k2, k3 = 1, . . . , n.
In conclusion, the functionsGj1,j2 ,Hk1

j1,j2
, Lk1

j1
andMk1 in the statement of Theorem 1.7

are far from being arbitrary: they satisfy the complicated system of first order partial
differential equations (I’), (II’), (III’) and (IV’) above.

Our proof of Theorem 1.7 is similar to the one provided in [Me2004], in the case of
systems of second order ordinary differential equations, so that most steps of the proof
will be summarized.

In the end of this paper, we will delineate a complicated system of second order partial
differential equations satisfied by Gj1,j2 , Hk1

j1,j2
, Lk1

j1
and Mk1 which is the exact analog of

the system described in the abstract. The main technical part of the proof of Theorem 1.7
will be to establish that this second order system is a consequence, by linear combinations
and by differentiations, of the first order system (I’), (II’), (III’) and (IV’).

Open question 1.15. Are Theorems 1.1 and 1.7 true under weaker smoothness assump-
tions, namely with a C2 or a W 1,∞

loc right-hand side ?

We refer to [Ma2003] for inspiration and appropriate tools.

Open question 1.16. Deduce from Theorem 1.7 an explicit necessary and sufficient con-
dition for the associated submanifold of solutions y = b+Π(xi, ak, b) to be locally equiv-
alent to Y = B +X1A1 + · · ·+XnAn.



100 JOËL MERKER

As an application, this would characterize local sphericity of a Levi nondegenerate
hypersurface M ⊂ Cn+1 with n > 2.

Generalizing the Lie-Tresse classification would be a great achievement.

Open problem 1.17. For n = 2 establish a complete list of normal forms of all possible
systems (1.?) according to their Lie symmetry group. In case of success, classify Levi
nondegenerate real analytic hypersurfaces of C3 up to biholomorphisms.

§2. COMPLETELY INTEGRABLE SYSTEMS OF
SECOND ORDER ORDINARY DIFFERENTIAL EQUATIONS

2.1. Prolongation of a point transformation to the second order jet space. LetK = R
or C, let n ∈ N, suppose n > 2, let x = (x1, . . . , xn) ∈ Kn and let y ∈ K. According to
the main assumption of Theorem 1.7, we have to consider a local K-analytic diffeomor-
phism of the form

(2.2)
(
xj1 , y

) 7−→ (
Xj(xj1 , y), Y (xj1 , y)

)
,

which transforms the system (1.8) to the system YXi1Xi2 = 0, 1 6 j1, j2 6 n. Without
loss of generality, we shall assume that this transformation is close to the identity. To
obtain the precise expression (2.35) of the transformed system (1.8), we have to prolong
the above diffeomorphism to the second order jet space. We introduce the coordinates
(xj, y, yxj1 , yxj1xj2 ) on the second order jet space. Let

(2.3) Dk :=
∂

∂xk
+ yxk

∂

∂y
+

n∑

l=1

yxkxl

∂

∂yxl

,

be the k-th total differentiation operator. According to [Ol1986, BK1989, Ol1995], for
the first order partial derivatives, one has the (implicit, compact) expression:

(2.4)




YX1

...
YXn


 =




D1X
1 · · · D1X

n

... · · · ...
DnX

1 · · · DnX
n



−1 


D1Y

...
DnY


 ,

where (·)−1 denotes the inverse matrix, which exists, since the transformation (2.2) is
close to the identity. For the second order partial derivatives, again according to [Ol1986,
BK1989, Ol1995], one has the (implicit, compact) expressions:

(2.5)




YXjX1

...
YXjXn


 =




D1X
1 · · · D1X

n

... · · · ...
DnX

1 · · · DnX
n



−1 


D1YXj

...
DnYXj


 ,

for j = 1, . . . , n. Let DX denote the matrix (DiX
j)

16j6n
16i6n , where i is the index of lines

and j the index of columns, let YX denote the column matrix (YXi)16i6n and let DY be
the column matrix (DiY )16i6n.

By inspecting (2.5) above, we see that the equivalence between (i), (ii) and (iii) just
below is obvious:

Lemma 2.6. The following conditions are equivalent:
(i) the differential equations YXjXk = 0 hold for 1 6 j, k 6 n;

(ii) the matrix equations Dk(YX) = 0 hold for 1 6 k 6 n;
(iii) the matrix equations DX ·Dk(YX) = 0 hold for 1 6 k 6 n;
(iv) the matrix equations 0 = Dk(DX) · YX −Dk(DY ) hold for 1 6 k 6 n.
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Formally, in the sequel, it will be more convenient to achieve the explicit computations
starting from condition (iv), since no matrix inversion at all is involved in it.

Proof. Indeed, applying the total differentiation operator Dk to the matrix equation (2.4)
written under the equivalent form 0 = DX · YX −DY , we get:

(2.7) 0 = Dk(DX) · YX +DX ·Dk(YX)−Dk(DY ),

so that the equivalence between (iii) and (iv) is now clear. ¤

2.8. An explicit formula in the case n = 2. Thus, we can start to develope explicitely
the matrix equations

(2.9) 0 = Dk(DX) · YX −Dk(DY ).

In it, some huge formal expressions are hidden behind the symbol Dk. Proceeding induc-
tively, we start by examinating the case n = 2 thoroughly. By direct computations which
require to be clever, we reconstitute some 3 × 3 determinants in the four (in fact three)
developed equations (2.9). After some work, the first equation is:

(2.10)

0 = yx1x1 ·
∣∣∣∣∣∣

X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy

∣∣∣∣∣∣
+

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1x1

X2
x1 X2

x2 X2
x1x1

Yx1 Yx2 Yx1x1

∣∣∣∣∣∣
+

+ yx1 ·


2

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1y

X2
x1 X2

x2 X2
x1y

Yx1 Yx2 Yx1y

∣∣∣∣∣∣
−

∣∣∣∣∣∣

X1
x1x1 X1

x2 X1
y

X2
x1x1 X2

x2 X2
y

Yx1x1 Yx2 Yy

∣∣∣∣∣∣



 +

+ yx2 ·


−

∣∣∣∣∣∣

X1
x1 X1

x1x1 X1
y

X2
x1 X2

x1x1 X2
y

Yx1 Yx1x1 Yy

∣∣∣∣∣∣



 +

+ yx1 yx1 ·




∣∣∣∣∣∣

X1
x1 X1

x2 X1
yy

X2
x1 X2

x2 X2
yy

Yx1 Yx2 Yyy

∣∣∣∣∣∣
− 2

∣∣∣∣∣∣

X1
x1y X1

x2 X1
y

X2
x1y X2

x2 X2
y

Yx1y Yx2 Yy

∣∣∣∣∣∣



 +

+ yx1 yx2 ·


−2

∣∣∣∣∣∣

X1
x1 X1

x1y X1
y

X2
x1 X2

x1y X2
y

Yx1 Yx1y Yy

∣∣∣∣∣∣



 +

+ yx1 yx1 yx1 ·


−

∣∣∣∣∣∣

X1
yy X1

x2 X1
y

X2
yy X2

x2 X2
y

Yyy Yx2 Yy

∣∣∣∣∣∣



 +

+ yx1 yx1 yx2 ·


−

∣∣∣∣∣∣

X1
x1 X1

yy X1
y

X2
x1 X2

yy X2
y

Yx1 Yyy Yy

∣∣∣∣∣∣



 .

This formula and the two next (2.22), (2.23) have been checked by Sylvain Neut and
Michel Petitot with the help of Maple.

2.11. Comparison with the coefficients of the second prolongation of a vector field.
At present, it is useful to make an illuminating digression which will help us to devise
what is the general form of the development of the equations (2.9). Consider an arbitrary
vector field of the form

(2.12) L :=
n∑

k=1

X k ∂

∂xk
+ Y ∂

∂y
,
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where the coefficients X k and Y are functions of (xi, y). According to [Ol1986, BK1989,
Ol1995], there exists a unique prolongation L(2) of this vector field to the second order jet
space, of the form

(2.13) L(2) := L+
n∑

j1=1

Yj1

∂

∂yxj1

+
n∑

j1=1

n∑
j2=1

Yj1,j2

∂

∂yxj1xj2

,

where the coefficients Yj1 , Yj1,j2 may be computed by means of formulas (3.4) of Sec-
tion 3(II). In Part II, we obtained the following perfect formulas:

(2.14)





Yj1,j2 = Yxj1xj2 +
n∑

k1=1

yxk1 ·
{
δk1
j1
Yxj2y + δk1

j2
Yxj1y −X k1

xj1xj2

}
+

+
n∑

k1=1

n∑

k2=1

yxk1 yxk2 ·
{
δk1,k2

j1, j2
Yyy − δk1

j1
X k2

xj2y
− δk1

j2
X k2

xj1y

}
+

+
n∑

k1=1

n∑

k2=1

n∑

k3=1

yxk1 yxk2 yxk3 ·
{
−δk1,k2

j1, j2
X k3

yy

}
,

for j1, j2 = 1, . . . , n. The expression of Yj1 does not matter for us here. Specifying this
formula to the the case n = 2 and taking account of the symmetry Y1,2 = Y2,1 we get the
following three second order coefficients:

(2.15)





Y1,1 = Yx1x1 + yx1 · {2Yx1y −X 1
x1x1

}
+ yx2 · {−X 2

x1x1

}
+

+ yx1 yx1 · {Yyy − 2X 1
x1y

}
+ yx1 yx2 · {−2X 2

x1y

}
+

+ yx1 yx1 yx1 · {−X 1
yy

}
+ yx1 yx1 yx2 · {−X 2

yy

}
,

Y1,2 = Yx1x2 + yx1 · {Yx2y −X 1
x1x2

}
+ yx2 · {Yx1y −X 2

x1x2

}
+

+ yx1 yx1 · {−X 1
x2y

}
+ yx1 yx2 · {Yyy −X 1

x1y −X 2
x2y

}
+

+ yx2 yx2 · {−X 2
x1y

}
+

+ yx1 yx1 yx2 · {−X 1
yy

}
+ yx1 yx2 yx2 · {−X 2

yy

}
,

Y2,2 = Yx2x2 + yx1 · {−X 1
x2x2

}
+ yx2 · {2Yx2y −X 2

x2x2

}
+

+ yx1 yx2 · {−2X 1
x2y

}
+ yx2 yx2 · {Yyy − 2X 2

x2y

}
+

+ yx1 yx2 yx2 · {−X 1
yy

}
+ yx2 yx2 yx2 · {−X 2

yy

}
.

We would like to mention that the computation of Yj1,j2 , 1 6 j1, j2 6 2, above is easier
than the verification of (2.10). Based on the three formulas (2.15), we claim that we can
guess the second and the third equations, which would be obtained by developing and
by simplifying (2.9), namely with yx1x2 and with yx2x2 instead of yx1x2 in (2.10). Our
dictionary to translate from the first formula (2.15) to (2.10) may be described as follows.
Begin with the Jacobian determinant

(2.16)

∣∣∣∣∣∣

X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy

∣∣∣∣∣∣
of the change of coordinates (2.2). Since this change of coordinates is close to the identity,
we may consider that the following Jacobian matrix approximation holds:

(2.17)




X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy


 ∼=




1 0 0
0 1 0
0 0 1


 .
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The jacobian matrix has three columns. There are six possible second order derivatives
with respect to the variables (x1, x2, y), namely

(2.18) (·)x1x1 , (·)x1x2 , (·)x2x2 , (·)x1y, (·)x2y, (·)yy.

In the Jacobian determinant (2.16), by replacing any one of the three columns of first
order derivatives with a column of second order derivatives, we obtain exactly 3× 6 = 18
possible determinants. For instance, by replacing the third column by the second order
derivative (·)x1y or the first column by the second order derivative (·)x1x1 , we get:

(2.19)

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1y

X2
x1 X2

x2 X2
x1y

Yx1 Yx2 Yx1y

∣∣∣∣∣∣
or

∣∣∣∣∣∣

X1
x1x1 X1

x2 X1
y

X2
x1x1 X2

x2 X2
y

Yx1x1 Yx2 Yy

∣∣∣∣∣∣
.

We recover the two determinants appearing in the second line of (2.10). On the other
hand, according to the approximation (2.17), these two determinants are essentially equal
to

(2.20)

∣∣∣∣∣∣

1 0 X1
x1y

0 1 X2
x1y

0 0 Yx1y

∣∣∣∣∣∣
= Yx1y or to

∣∣∣∣∣∣

X1
x1x1 0 0

X2
x1x1 1 0

Yx1x1 0 1

∣∣∣∣∣∣
= X1

x1x1 .

Consequently, in the second line of (2.10), up to a change to calligraphic letters, we
recover the coefficient

(2.21) 2Yx1y −X 1
x1x1

of yx1 in the expression of Y1,1 in (2.15). In conclusion, we have discovered how to pass
symbolically from the first equation (2.15) to the equation (2.10) and conversely.

Translating the second equation (2.15), we deduce, without any further computation,
that the second equation which would be obtained by developing (2.9) in length, is:

(2.22)

0 = yx1x2 ·
∣∣∣∣∣∣

X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy

∣∣∣∣∣∣
+

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1x2

X2
x1 X2

x2 X2
x1x2

Yx1 Yx2 Yx1x2

∣∣∣∣∣∣
+

+ yx1 ·




∣∣∣∣∣∣

X1
x1 X1

x2 X1
x2y

X2
x1 X2

x2 X2
x2y

Yx1 Yx2 Yx2y

∣∣∣∣∣∣
−

∣∣∣∣∣∣

X1
x1x2 X1

x2 X1
y

X2
x1x2 X2

x2 X2
y

Yx1x2 Yx2 Yy

∣∣∣∣∣∣



 +

+ yx2 ·




∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1y

X2
x1 X2

x2 X2
x1y

Yx1 Yx2 Yx1y

∣∣∣∣∣∣
−

∣∣∣∣∣∣

X1
x1 X1

x1x2 X1
y

X2
x1 X2

x1x2 X2
y

Yx1 Yx1x2 Yy

∣∣∣∣∣∣



 +



104 JOËL MERKER

+ yx1 yx1 ·


−

∣∣∣∣∣∣

X1
x2y X1

x2 X1
y

X2
x2y X2

x2 X2
y

Yx2y Yx2 Yy

∣∣∣∣∣∣



 +

+ yx1 yx2 ·




∣∣∣∣∣∣

X1
x1 X1

x2 X1
yy

X2
x1 X2

x2 X2
yy

Yx1 Yx2 Yyy

∣∣∣∣∣∣
−

∣∣∣∣∣∣

X1
x1y X1

x2 X1
y

X2
x1y X2

x2 X2
y

Yx1y Yx2 Yy

∣∣∣∣∣∣
−

−
∣∣∣∣∣∣

X1
x1 X1

x2y X1
y

X2
x1 X2

x2y X2
y

Yx1 Yx2y Yy

∣∣∣∣∣∣



 + yx2 yx2



−

∣∣∣∣∣∣

X1
x1 X1

x1y X1
y

X2
x1 X2

x1y X2
y

Yx1 Yx1y Yy

∣∣∣∣∣∣



 +

+ yx1 yx1 yx2 ·


−

∣∣∣∣∣∣

X1
yy X1

x2 X1
y

X2
yy X2

x2 X2
y

Yyy Yx2 Yy

∣∣∣∣∣∣



 +

+ yx1 yx2 yx2 ·


−

∣∣∣∣∣∣

X1
x1 X1

yy X1
y

X2
x1 X2

yy X2
y

Yx1 Yyy Yy

∣∣∣∣∣∣



 .

Using the third equation (2.15), we also deduce, without any further computation, that the
third equation which would be obtained by developing (2.9) in length, is:

(2.23)

0 = yx2x2 ·
∣∣∣∣∣∣

X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy

∣∣∣∣∣∣
+

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x2x2

X2
x1 X2

x2 X2
x2x2

Yx1 Yx2 Yx2x2

∣∣∣∣∣∣
+

+ yx1 ·


−

∣∣∣∣∣∣

X1
x2x2 X1

x2 X1
y

X2
x1x2 X2

x2 X2
y

Yx2x2 Yx2 Yy

∣∣∣∣∣∣



 +

+ yx2 ·


2

∣∣∣∣∣∣

X1
x1 X1

x2 X1
x2y

X2
x1 X2

x2 X2
x2y

Yx1 Yx2 Yx2y

∣∣∣∣∣∣
−

∣∣∣∣∣∣

X1
x1 X1

x2x2 X1
y

X2
x1 X2

x2x2 X2
y

Yx1 Yx2x2 Yy

∣∣∣∣∣∣



 +

+ yx1 yx2 ·


−2

∣∣∣∣∣∣

X1
x2y X1

x2 X1
y

X2
x2y X2

x2 X2
y

Yx2y Yx2 Yy

∣∣∣∣∣∣



 +

+ yx2 yx2 ·




∣∣∣∣∣∣

X1
x1 X1

x2 X1
yy

X2
x1 X2

x2 X2
yy

Yx1 Yx2 Yyy

∣∣∣∣∣∣
− 2

∣∣∣∣∣∣

X1
x1 X1

x2y X1
y

X2
x1 X2

x2y X2
y

Yx1 Yx2y Yy

∣∣∣∣∣∣



 +

+ yx1 yx2 yx2 ·


−

∣∣∣∣∣∣

X1
yy X1

x2 X1
y

X2
yy X2

x2 X2
y

Yyy Yx2 Yy

∣∣∣∣∣∣



 +

+ yx2 yx2 yx2 ·


−

∣∣∣∣∣∣

X1
x1 X1

yy X1
y

X2
x1 X2

yy X2
y

Yx1 Yyy Yy

∣∣∣∣∣∣



 .

2.24. Appropriate formalism. To describe the combinatorics underlying formu-
las (2.10), (2.22) and (2.23), as in [Me2004], let us introduce the following notation for
the Jacobian determinant:

(2.25) ∆(x1|x2|y) :=

∣∣∣∣∣∣

X1
x1 X1

x2 X1
y

X2
x1 X2

x2 X2
y

Yx1 Yx2 Yy

∣∣∣∣∣∣
.
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Here, in the notation ∆(x1|x2|y), the three spaces between the two vertical lines | refer
to the three columns of the Jacobian determinant, and the terms x1, x2, y in (x1|x2|y)
designate the partial derivatives appearing in each column. Accordingly, in the following
two examples of modified Jacobian determinants:

(2.26)





∆(x1x2|x2|y) :=

∣∣∣∣∣∣

X1
x1x2 X1

x2 X1
y

X2
x1x2 X2

x2 X2
y

Yx1x2 Yx2 Yy

∣∣∣∣∣∣
and

∆(x1|x2|x1y) :=

∣∣∣∣∣∣∣

X1
x1 X1

x2 X1
x1y

X2
x1 X2

x2 X2
x1y

Yx1 Yx2 Yx1y

∣∣∣∣∣∣∣
,

we simply mean which column of first order derivatives is replaced by a column of second
order derivatives in the original Jacobian determinant.

As there are 6 possible second order derivatives (·)x1x1 , (·)x1x2 , (·)x1xy , (·)x2x2 , (·)x2y

and (·)yy together with 3 columns, we obtain 3 × 6 = 18 possible modified Jacobian
determinants:

(2.27)





∆(x1x1|x2|y) ∆(x1|x1x1|y) ∆(x1|x2|x1x1)

∆(x1x2|x2|y) ∆(x1|x1x2|y) ∆(x1|x2|x1x2)

∆(x1y|x2|y) ∆(x1|x1y|y) ∆(x1|x2|x1y)

∆(x2x2|x2|y) ∆(x1|x2x2|y) ∆(x1|x2|x2x2)

∆(x2y|x2|y) ∆(x1|x2y|y) ∆(x1|x2|x2y)

∆(yy|x2|y) ∆(x1|yy|y) ∆(x1|x2|yy).

Next, we observe that if we want to solve with respect to yx1x1 in (2.10), with respect
to yx1x2 in (2.22) and with respect to yx2x2 in (2.23), we have to divide by the Jacobian
determinant ∆(x1|x2|y). Consequently, we introduce 18 new square functions as follows:
(2.28)




¤1
x1x1 :=

∆(x1x1|x2|y)
∆(x1|x2|y)

¤1
x1x2 :=

∆(x1x2|x2|y)
∆(x1|x2|y)

¤1
x1y :=

∆(x1y|x2|y)
∆(x1|x2|y)

¤1
x2x2 :=

∆(x2x2|x2|y)
∆(x1|x2|y)

¤1
x2y :=

∆(x2y|x2|y)
∆(x1|x2|y)

¤1
yy :=

∆(yy|x2|y)
∆(x1|x2|y)

¤2
x1x1 :=

∆(x1|x1x1|y)
∆(x1|x2|y)

¤2
x1x2 :=

∆(x1|x1x2|y)
∆(x1|x2|y)

¤2
x1y :=

∆(x1|x1y|y)
∆(x1|x2|y)

¤2
x2x2 :=

∆(x1|x2x2|y)
∆(x1|x2|y)

¤2
x2y :=

∆(x1|x2y|y)
∆(x1|x2|y)

¤2
yy :=

∆(x1|yy|y)
∆(x1|x2|y)

¤3
x1x1 :=

∆(x1|x2|x1x1)
∆(x1|x2|y)

¤3
x1x2 :=

∆(x1|x2|x1x2)
∆(x1|x2|y)

¤3
x1y :=

∆(x1|x2|x1y)
∆(x1|x2|y)

¤3
x2x2 :=

∆(x1|x2|x2x2)
∆(x1|x2|y)

¤3
x2y :=

∆(x1|x2|x2y)
∆(x1|x2|y)

¤3
yy :=

∆(x1|x2|yy)
∆(x1|x2|y)

.

Thanks to these notations, we can rewrite the three equations (2.10), (2.22) and (2.23)
in a more compact style.
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Lemma 2.29. A completely integrable system of three second order partial differential
equations

(2.30)





yx1x1(x) = F 1,1
(
x1, x2, y(x), yx1(x), yx2(x)

)
,

yx1x2(x) = F 1,2
(
x1, x2, y(x), yx1(x), yx2(x)

)
,

yx2x2(x) = F 2,2
(
x1, x2, y(x), yx1(x), yx2(x)

)
,

is equivalent to the simplest system YX1X1 = 0, YX1X2 = 0, YX2,X2 = 0, if and only if
there exist local K-analytic functions X1, X2, Y such that it may be written under the
specific form:

(2.31)





yx1x1 = −¤3
x1x1 + yx1 ·

(
−2¤3

x1y + ¤1
x1x1

)
+ yx2 · (¤2

x1x1

)
+

+ yx1 yx1 ·
(
−¤3

yy + 2 ¤1
x1y

)
+ yx1 yx2 ·

(
2¤2

x1y

)
+

+ yx1 yx1 yx1 · (¤1
yy

)
+ yx1 yx1 yx2 · (¤2

yy

)
,

yx1x2 = −¤3
x1x2 + yx1 ·

(
−¤3

x2y + ¤1
x1x2

)
+ yx2 ·

(
−¤3

x1y + ¤2
x1x2

)
+

+ yx1 yx1 ·
(
¤1

x2y

)
+ yx1 yx2 ·

(
−¤3

yy + ¤1
x1y + ¤2

x2y

)
+

+ yx2 yx2 ·
(
¤2

x1y

)
+ yx1 yx1 yx2 · (¤1

yy

)
+ yx1 yx2 yx2 · (¤2

yy

)
,

yx2x2 = −¤3
x2x2 + yx1 · (¤1

x2x2

)
+ yx2 ·

(
−2 ¤3

x2y + ¤2
x2x2

)
+

+ yx1 yx2 ·
(
2¤1

x2y

)
+ yx2 yx2 ·

(
−¤3

yy + 2 ¤2
x2y

)
+

+ yx1 yx2 yx2 · (¤1
yy

)
+ yx2 yx2 yx2 · (¤2

yy

)
.

2.32. General formulas. The formal dictionary between the original determinantial for-
mulas (2.10), (2.22), (2.23), between the coefficients (2.15) of the second order prolon-
gation of a vector field and between the new square formulas (2.31) above is evident.
Consequently, without any computation, just by translating the family of formulas (2.14),
we may deduce the exact formulation of the desired generalization of Lemma 2.29 above.

Lemma 2.33. A completely integrable system of second order partial differential equa-
tions of the form

(2.34) yxj1xj2 (x) = F j1,j2 (x, y(x), yx1(x), . . . , yxn(x)) , j1, j2 = 1, . . . n,

is equivalent to the simplest system YXj1Xj2 = 0, j1, j2 = 1, . . . , n, if and only if there
exist localK-analytic functions X l, Y such that it may be written under the specific form:

(2.35)





yxj1xj2 = −¤n+1
xj1xj2

+
n∑

k1=1

yxk1 ·
{(

¤k1

xj1xj2
− δk1

j1
¤n+1

xj2y
− δk1

j2
¤n+1

xj1y

)
+

+yxj1 ·
(

¤k1

xj2y
− 1

2
δk1
j2

¤n+1
yy

)
+ yxj2 ·

(
¤k1

xj1y
− 1

2
δk1
j1

¤n+1
yy

)
+

+yxj1 yxj2 ·
(
¤k1

yy

)}
.

Of course, to define the square functions in the context of n > 2 independent variables
(x1, x2, . . . , xn), we introduce the Jacobian determinant

(2.36) ∆(x1|x2| · · · |xn|y) :=

∣∣∣∣∣∣∣∣

X1
x1 · · · X1

xn X1
y

... · · · ...
...

Xn
x1 · · · Xn

xn Xn
y

Yx1 · · · Yxn Yy

∣∣∣∣∣∣∣∣
,
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together with its modifications

(2.37) ∆
(
x1| · · · |k1 xj1 xj2| · · · |y) ,

in which the k1-th column of partial first order derivatives |k1 xk1| is replaced by the col-
umn |k1 xj1xj2| of partial derivatives. Here, the indices k1, j1, j2 satisfy 1 6 k1, j1, j2 6
n+ 1, with the convention that we adopt the notational equivalence

(2.38) xn+1 ≡ y .

This convention will be convenient to write some of our general formulas in the sequel.
As we promised to only summarize the proof of Theorem 1.7 in this paper, we will not

develope the proof of Lemma 2.33: it is similar to the proof of Lemma 3.32 in [Me2004].

§3. FIRST AND SECOND AUXILIARY SYSTEM

3.1. Functions Gj1,j2 , Hk1
j1,j2

, Lk1
j1

and Mk1 . To discover the four families of functions
appearing in the statement of Theorem 1.7, by comparing (2.35) and (1.10), it suffices (of
course) to set:

(3.2)





Gj1,j2 := −¤n+1
xj1xj2

,

Hk1
j1,j2

:= ¤k1

xj1xj2
− δk1

j1
¤n+1

xj2y
− δk1

j2
¤n+1

xj1y
,

Lk1
j1

:= 2 ¤k1

xj1y
− δk1

j1
¤n+1

yy ,

Mk1 := ¤k1
yy.

Consequently, we have shown the “only if” part of Theorem 1.7, which is the easiest
implication.

To establish the “if” part, by far the most difficult implication, the very main lemma
can be stated as follows.

Lemma 3.3. The partial differerential relations (I’), (II’), (III’) and (IV’) which express
in length the compatibility conditions (1.11) are necessary and sufficient for the existence
of functions X l, Y of (xl1 , y) satisfying the second order nonlinear system of partial
differential equations (3.2) above.

Indeed, the collection of equations (3.2) is a system of partial differential equations
with unknowns X l, Y , by virtue of the definition of the square functions.

3.4. First auxiliary system. To proceed further, we observe that there are (m+ 1) more
square functions than functions Gj1,j2 , Hk1

j1,j2
, Lk1

j1
and Mk1 . Indeed, a simple counting

yields:

(3.5)





#{¤k1

xj1xj2
} =

n2(n+ 1)

2
, #{¤k1

xj1y
} = n2,

#{¤k1
yy} = n, #{¤n+1

xj1xj2
} =

n(n+ 1)

2
,

#{¤n+1
xj1y
} = n, #{¤n+1

yy } = 1,

whereas

(3.6)





#{Gj1,j2} =
n(n+ 1)

2
, #{Hk1

j1,j2
} =

n2(n+ 1)

2
,

#{Lk1
j1
} = n2, #{Mk1} = n.

Here, the indices j1, j2, k1 satisfy 1 6 j1, j2, k1 6 n. Similarly as in [Me2004], to
transform the system (3.2) in a true complete system, let us introduce functions Πk1

j1,j2
of
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(xl1 , y), where 1 6 j1, j2, k1 6 n+ 1, which satisfy the symmetry Πk1
j1,j2

= Πk1
j1,j1

, and let
us introduce the following first auxiliary system:

(3.7)

{
¤k1

xj1xj2
= Πk1

j1,j2
, ¤k1

xj1y
= Πk1

j1,n+1, ¤k1
yy = Πk1

n+1,n+1,

¤n+1
xj1xj2

= Πn+1
j1,j2

, ¤n+1
xj1y

= Πn+1
j1,n+1, ¤n+1

yy = Πn+1
n+1,n+1.

It is complete. The necessary and sufficient conditions for the existence of solutions X l,
Y follow by cross differentiations.

Lemma 3.8. For all j1, j2, j3, k1 = 1, 2, . . . , n + 1, we have the cross differentiation
relations

(3.9)
(
¤k1

xj1xj2

)
xj3
− (

¤k1

xj1xj3

)
xj2

= −
n+1∑

k2=1

¤k2

xj1xj2
¤k1

xj3xk2
+

n+1∑

k2=1

¤k2

xj1xj3
¤k1

xj2xk2
.

The proof of this lemma is exactly the same as the proof of Lemma 3.40 in [Me2004].
As a direct consequence, we deduce that a necessary and sufficient condition for the

existence of solutions Πk1
j1,j2

to the first auxiliary system is that they satisfy the following
compatibility partial differential relations:

(3.10)
∂Πk1

j1,j2

∂xj3
− ∂Πk1

j1,j3

∂xj2
= −

n=1∑

k2=1

Πk2
j1,j2
· Πk1

j3,k2
+

n=1∑

k2=1

Πk2
j1,j3
· Πk1

j2,k2
,

for all j1, j2, j3, k1 = 1, . . . , n+ 1.
We shall have to specify this system in length according to the splitting {1, 2, . . . , n}

and {n+ 1} of the indices of coordinates. We obtain six families of equations equivalent
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to (3.10) just above:
(3.11)




(
Πn+1

j1,j2

)
xj3
− (

Πn+1
j1,j3

)
xj2

= −
n∑

k2=1

Πk2
j1,j2

Πn+1
j3,k2
− Πn+1

j1,j2
Πn+1

j3,n+1+

+
n∑

k2=1

Πk2
j1,j3

Πn+1
j2,k2

+ Πn+1
j1,j3

Πn+1
j2,n+1,

(
Πn+1

j1,j2

)
y
− (

Πn+1
j1,n+1

)
xj2

= −
n∑

k2=1

Πk2
j1,j2

Πn+1
n+1,k2

− Πn+1
j1,j2

Πn+1
n+1,n+1+

+
n∑

k2=1

Πk2
j1,n+1 Πn+1

j2,k2
+ Πn+1

j1,n+1 Πn+1
j2,n+1,

(
Πn+1

j1,n+1

)
y
− (

Πn+1
n+1,n+1

)
xj1

= −
n∑

k2=1

Πk2
j1,n+1 Πn+1

n+1,k2
− Πn+1

j1,n+1 Πn+1
n+1,n+1◦a

+

+
n∑

k2=1

Πk2
n+1,n+1 Πn+1

j1,k2
+ Πn+1

n+1,n+1 Πn+1
j1,n+1◦a

,

(
Πk1

j1,j2

)
xj3
− (

Πk1
j1,j3

)
xj2

= −
n∑

k2=1

Πk2
j1,j2

Πk1
j3,k2
− Πn+1

j1,j2
Πk1

j3,n+1+

+
n∑

k2=1

Πk2
j1,j3

Πk1
j2,k2

+ Πn+1
j1,j3

Πk1
j2,n+1,

(
Πk1

j1,j2

)
y
− (

Πk1
j1,n+1

)
xj2

= −
n∑

k2=1

Πk2
j1,j2

Πk1
n+1,k2

− Πn+1
j1,j2

Πk1
n+1,n+1+

+
n∑

k2=1

Πk2
j1,n+1 Πk1

j2,k2
+ Πn+1

j1,n+1 Πk1
j2,n+1,

(
Πk1

j1,n+1

)
y
− (

Πk1
n+1,n+1

)
xj1

= −
n∑

k2=1

Πk2
j1,n+1 Πk1

n+1,k2
− Πn+1

j1,n+1 Πk1
n+1,n+1+

+
n∑

k2=1

Πk2
n+1,n+1 Πk1

j1,k2
+ Πn+1

n+1,n+1 Πk1
j1,n+1.

where the indices j1, j2, j3, k1 vary in the set {1, 2, 1, . . . , n}.

3.12. Principal unknowns. As there are (m + 1) more square (or Pi) functions than the
functions Gj1,j2 , Hk1

j1,j2
, Lk1

j1
and Mk1 , we cannot invert directly the linear system (3.2).

To quasi-inverse it, we choose the (m+ 1) specific square functions

(3.13) Θ1 := ¤1
x1x1 , Θ2 := ¤2

x2x2 , · · · · · · ,Θn+1 := ¤n+1
xn+1xn+1 ,
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calling them principal unknowns, and we get the quasi-inversion:
(3.14)



Πk1
j1,j2

= ¤k1

xj1xj2
= Hk1

j1,j2
− 1

2
δk1
j1
Hj2

j2,j2
− 1

2
δk1
j2
Hj1

j1,j1
+

1

2
δk1
j1

Θj2 +
1

2
δk1
j2

Θj1 ,

Πk1
j1,n+1 = ¤k1

xj1y
=

1

2
Lk1

j1
+

1

2
δk1
j1

Θn+1,

Πk1
n+1,n+1 = ¤k1

yy = Mk1 ,

Πn+1
j1,j2

= ¤n+1
xj1xj2

= −Gj1,j2 ,

Πn+1
j1,n+1 = ¤n+1

xj1y
= −1

2
Hj1

j1,j1
+

1

2
Θj1 .

3.15. Second auxiliary system. Replacing the five families of functions Πk1
j1,j2

, Πk1
j1,n+1,

Πk1
n+1,n+1, Πn+1

j1,j2
, Πn+1

j1,n+1 by their values obtained in (3.14) just above together with the
principal unknowns

(3.16) Πj1
j1,j1

= Θj1 , Πn+1
n+1,n+1 = Θn+1,

in the six equations (3.11)1, (3.11)2, (3.11)3, (3.11)4, (3.11)5 and (3.11)6, after hard
computations that we will not reproduce here, we obtain six families of equations. From
now on, we abbreviate every sum

∑n
k=1 as

∑
k1

.
Firstly:

(3.17) 0 = Gj1,j2,xj3 −Gj1,j3,xj2 +
∑

k1

Gj3,k1 H
k1
j1,j2
−

∑

k1

Gj2,k1 H
k1
j1,j3

.

This is (I’) of Theorem 1.7. Just above and below, we plainly underline the monomials
involving a first order derivative. Secondly:

(3.18)





Θj1
xj2

= −2Gj1,j2,y +Hj1
j1,j1,xj2

+

+
∑

k1

Gj2,k1 L
k1
j1

+
1

2
Hj1

j1,j1
Hj2

j2,j2
−

∑

k1

Hk1
j1,j2

Hk1
k1,k1
−

−Gj1,j2 Θn+1 − 1

2
Hj1

j1,j1
Θj2 − 1

2
Hj2

j2,j2
Θj1 +

∑

k1

Hk1
j1,j2

Θk1+

+
1

2
Θj1 Θj2 .

Thirdly:

(3.19)





−Θn+1
xj1

+
1

2
Θj1

y =
1

2
Hj1

j1,j1,y−

−
∑

k1

Gj1,k1 M
k1 +

1

4

∑

k1

Hk1
k1,k1

Lk1
j1

+

+
1

4
Hj1

j1,j1
Θn+1 − 1

4

∑

k1

Lk1
j1

Θk1 − 1

4
Θj1 Θn+1.
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Fourtly:
(3.20)



1

2
δk1
j1

Θj2
xj3
− 1

2
δk1
j1

Θj3
xj2

+
1

2
δk1
j2

Θj1
xj3
− 1

2
δk1
j3

Θj1
xj2

=

= −Hk1

j1,j2,xj3
+Hk1

j1,j3,xj2
− 1

2
δk1
j1
Hj3

j3,j3,xj2
+

1

2
δk1
j1
Hj2

j2,j2,xj3
−

− 1

2
δk1
j3
Hj1

j1,j1,xj2
+

1

2
δk1
j2
Hj1

j1,j1,xj3
−

− 1

2
Gj1,j2 L

k1
j3

+
1

2
Gj1,j3 L

k1
j2
− 1

4
δk1
j3
Hj1

j1,j1
Hj2

j2,j2
+

1

4
δk1
j2
Hj1

j1,j1
Hj3

j3,j3
−

−
∑

k2

Hk2
j1,j2

Hk1
j3,k2

+
∑

k2

Hk2
j1,j3

Hk1
j2,k2
− 1

2
δk1
j2
Hk2

j1,j3
Hk2

k2,k2
+

1

2
δk1
j3
Hk2

j1,j2
Hk2

k2,k2
−

− 1

2
δk1
j2
Gj1,j3 Θn+1 +

1

2
δk1
j3
Gj1,j2 Θn+1−

− 1

4
δk1
j2
Hj1

j1,j1
Θj3 +

1

4
δk1
j3
Hj1

j1,j1
Θj2 − 1

4
δk1
j2
Hj3

j3,j3
Θj1 +

1

4
δk1
j3
Hj2

j2,j2
Θj1−

− 1

2
δk1
j3

∑

k1

Hk2
j1,j2

Θk2 +
1

2
δk1
j2

∑

k1

Hk2
j1,j3

Θk2−

− 1

4
δk1
j3

Θj1 Θj2 +
1

4
δk1
j2

Θj1 Θj3 .

Fifthly:
(3.21)



1

2
δk1
j1

Θj2
y +

1

2
δk1
j2

Θj1
y −

1

2
δk1
j1

Θn+1
xj2

=

= Gj1,j2 M
k1 +

1

2

∑

k2

Hk1
j1,k2

Lk2
j1
− 1

2

∑

k2

Hk2
j1,j2

Lk1
k2
− 1

4
δk1
j2

∑

k2

Hk2
k2,k2

Lk2
j1
−

− 1

4
δk1
j2
Hj1

j1,j1
Θn+1 +

1

4
δk1
j2

∑

k2

Lk2
j1

Θk2 +
1

4
δk1
j2

Θj1 Θn+1.

Sixthly:

(3.22)





δk1
j1

Θn+1
y = −Lk1

j1,y + 2Mk1

xj1
+

+ 2
∑

k2

Hk1
j1,k2

Mk2 − δk1
j1

∑

k2

Hk2
k2,k2

Mk2 − 1

2

∑

k2

Lk2
j1
Lk1

k2
+

+ δk1
j1

∑

k2

Mk2 Θk2 +
1

2
δk1
j1

Θn+1 Θn+1.

3.23. Solving Θj1
xj2

, Θj1
y , Θn+1

xj1
and Θn+1

y . From the six families of equations (3.17),
(3.18), (3.19), (3.20), (3.21) and (3.22), we can solve Θj1

xj2
, Θj1

y , Θn+1
xj1

and Θn+1
y . Not

mentioning the (hard) intermediate computations, we obtain firstly:
(3.24)



Θj1
xj2

= −2Gj1,j2,y +Hj1
j1,j1,xj2

+
∑

l

Gj2,l L
l
j1

+
1

2
Hj1

j1,j1
Hj2

j2,j2
−

∑

l

H l
j1,j2

H l
l,l−

−Gj1,j2 Θn+1 − 1

2
Hj1,j1 Θj1 − 1

2
Hj2

j2,j2
Θj1 +

∑

l

H l
j1,j2

Θl +
1

2
Θj1 Θj2 .
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Secondly:
(3.25)



Θj1
y = −1

3
Hj1

j1,j1,y +
2

3
Lj1

j1,xj1
+

4

3
Gj1,j1 M

j1 +
2

3

∑

l

Gj1,l M
l − 1

2

∑

l

H l
l,l L

l
j1

+

+
2

3

∑

l

Hj1
j1,l L

l
j1
− 2

3

∑

l

H l
j1,j1

Lj1
l −

1

2
Hj1

j1,j1
Θn+1 +

1

2

∑

l

Ll
j1

Θl+

+
1

2
Θj1 Θn+1.

Thirdly:
(3.26)



Θn+1
xj1

= −2

3
Hj1

j1,j1,y +
1

3
Lj1

j1,xj1
+

2

3
Gj1,j1 M

j1 +
4

3

∑

l

Gj1,l M
l − 1

2

∑

l

H l
l,l L

l
j1

+

+
1

3

∑

l

Hj1
j1,l L

l
j1
− 1

3

∑

l

H l
j1,j1

Lj1
l −

1

2
Hj1

j1,j1
Θn+1 +

1

2

∑

l

Ll
j1

Θl+

+
1

2
Θj1 Θn+1.

Fourtly:

(3.27)





Θn+1
y = −Lj1

j1,y + 2M j1
xj1

+ 2
∑

l

Hj1
j1,l M

l −
∑

l

H l
l,l M

l − 1

2

∑

l

Ll
j1
Lj1

l +

+
∑

l

M l Θl +
1

2
Θn+1 Θn+1.

These four families of partial differential equations constitute the second auxiliary system.
By replacing these solutions in the three remaining families of equations (3.20), (3.21)
and (3.22), we obtain supplementary equations (which we do not copy) that are direct
consequences of (I’), (II’), (III’), (IV’).

To complete the proof of the main Lemma 3.3 above, it suffices now to establish the
first implication of the following list, since the other three have been already established.

• Some given functions Gj1,j2 , Hk1
j1,j2

, Lk1
j1

and Mk1 of (xl1 , y) satisfy the four fami-
lies of partial differential equations (I’), (II’), (III’) and (IV’) of Theorem 1.7.

⇓
• There exist functions Θj1 , Θn+1 satisfying the second auxiliary system (3.24),

(3.25), (3.26) and (3.27).
⇓
• These solution functions Θj1 , Θn+1 satisfy the six families of partial differential

equations (3.17), (3.18), (3.19), (3.20), (3.21) and (3.22).
⇓
• There exist functions Πk1

j1,j2
of (xl1 , y), 1 6 j1, j2, k1 6 m+ 1, satisfying the first

auxiliary system (3.7) of partial differential equations.
⇓
• There exist functions X l2 , Y of (xl1 , y) transforming the system yxj1xj2 =
F j1,j2(xl1 , y, yxl2 ), j1, j2 = 1, . . . , n, to the simplest system YXj1Xj2 = 0,
j1, j1 = 1, . . . , n.

3.28. Compatibility conditions for the second auxiliary system. We notice that the
second auxiliary system is also a complete system. Thus, to establish the first above
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implication, it suffices to show that the four families of compatibility conditions:

(3.29)





0 =
(
Θj1

xj2

)
xj3
− (

Θj1
xj3

)
xj2
,

0 =
(
Θj1

xj2

)
y
− (

Θj1
y

)
xj2
,

0 =
(
Θn+1

xj1

)
xj2
− (

Θn+1
xj2

)
xj1
,

0 =
(
Θn+1

xj2

)
y
− (

Θn+1
y

)
xj2
,

are a consequence of (I’), (I”), (III’), (IV’).
For instance, in (3.29)1, replacing Θj1

xj2
by its expression (3.24), differentiating it with

respect to xj3 , replacing Θj1
xj3

by its expression (3.24), differentiating it with respect to xj2

and substracting, we get:
(3.30)



0 = −2Gj1,j2,yxj3 + 2Gj1,j3,yxj2 +Hj1
j1,j1,xj2xj3

a
−Hj1

j1,j1,xj3xj2
a
+

+
1

2
Θj1

xj3
Θj2 +

1

2
Θj1 Θj2

xj3
− 1

2
Θj1

xj2
Θj3 − 1

2
Θj1 Θj3

xj2
−

− 1

2
Hj1

j1,j1,xj3
Θj2 − 1

2
Hj1

j1,j1
Θj2

xj3
+

1

2
Hj1

j1,j1,xj2
Θj3 +

1

2
Hj1

j1,j1
Θj3

xj2
−

− 1

2
Hj2

j2,j2,xj3
Θj1 − 1

2
Hj2

j2,j2
Θj1

xj3
+

1

2
Hj3

j3,j3,xj2
Θj1 +

1

2
Hj3

j3,j3
Θj1

xj2
−

−Gj1,j2,xj3 Θn+1 −Gj1,j2 Θn+1
xj3

+Gj1,j3,xj2 Θn+1 +Gj1,j3 Θn+1
xj2

+

+
∑

l

H l
j1,j2,xj3 Θl +

∑

l

H l
j1,j2

Θl
xj3 −

∑

l

H l
j1,j3,xj2 Θl −

∑

l

H l
j1,j3

Θl
xj2+

+
1

2
Hj1

j1,j1,xj3
Hj2

j2,j2
+

1

2
Hj1

j1,j1
Hj2

j2,j2,xj3
− 1

2
Hj1

j1,j1,xj2
Hj3

j3,j3
− 1

2
Hj1

j1,j1
Hj3

j3,j3,xj2
−

−
∑

l

H l
j1,j2,xj3 H

l
l,l −

∑

l

H l
j1,j2

H l
l,l,xj3 +

∑

l

H l
j1,j3,xj2 H

l
l,l +

∑

l

H l
j1,j3

H l
l,l,xj2+

+
∑

l

Gj2,l,xj3 L
l
j1

+
∑

l

Gj2,l L
l
j1,xj3 −

∑

l

Gj3,l,xj2 L
l
j1
−

∑

l

Gj3,l L
l
j1,xj2 .

Next, replacing the twelve first order partial derivatives underlined just above:

(3.31)





Θj1
xj3
, Θj2

xj3
, Θj1

xj2
, Θj3

xj2
, Θj2

xj3
, Θj3

xj2
,

Θj1
xj3
, Θj1

xj2
, Θn+1

xj3
, Θn+1

xj2
, Θl

xj3 , Θl
xj2 .
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by their values issued from (3.24), (3.26) and adapting the summation indices, we get the
explicit developed form of the first family of compatibility conditions (3.29)1:
(3.32)



0 =? = −2Gj1,j2,xj3y + 2Gj1,j3,xj2y−

−
∑

l

Gj3,l,xj2 L
l
j1

+
∑

l

Gj2,l,xj3 L
l
j1
−Gj1,j2,y H

j3
j3,j3

+Gj1,j3,y H
j2
j2,j2
−

− 2
∑

l

Gl,j3 H
l
j1,j2

+ 2
∑

l

Gl,j2 H
l
j1,j3
−

∑

l

H l
j1,j2,xj3 H

l
l,l +

∑

l

H l
j1,j3,xj2 H

l
l,l−

− 2

3
Hj2

j2,j2,y Gj1,j3 +
2

3
Hj3

j3,j3,y Gj1,j2 −
2

3
Lj3

j3,xj3
Gj1,j2 +

2

3
Lj2

j2,xj2
Gj1,j3−

−
∑

l

Ll
j1,xj2 Gj3,l +

∑

l

Ll
j1,xj3 Gj2,l−

− 2

3
Gj1,j2 Gj3,j3 M

j3 +
2

3
Gj1,j3 Gj2,j2 M

j2 − 4

3

∑

l

Gj1,j2 Gj3,l M
l+

+
4

3

∑

l

Gj1,j3 Gj2,l M
l − 1

2

∑

l

Gj3,l H
j1
j1,j1

Ll
j2

+
1

2

∑

l

Gj2,l H
j1
j1,j1

Ll
j3
−

− 1

2

∑

l

Gj3,l H
j2
j2,j2

Ll
j1

+
1

2

∑

l

Gj2,l H
j3
j3,j3

Ll
j1
− 1

2

∑

l

Gj1,j3 H
l
l,l L

l
j2

+

+
1

2

∑

l

Gj1,j2 H
l
l,l L

l
j3
− 1

3

∑

l

Gj1,j2 H
j3
j3,l L

l
j3

+
1

3

∑

l

Gj1,j3 H
j2
j2,l L

l
j2
−

− 1

3
Gj1,j3 H

l
j2,j2

Lj2
l +

1

3
Gj1,j2 H

l
j3,j3

Lj3
l −

−
∑

l

∑
p

Gj2,pH
l
j1,j3

Lp
l +

∑

l

∑
p

Gj3,pH
l
j1,j2

Lp
l−

−
∑

l

∑
p

H l
j1,j2

Hp
l,j3
Hp

p,p +
∑

l

∑
p

H l
j1,j3

Hp
l,j2
Hp

p,p.

Lemma 3.33. ([Me2003, Me2004]) This first family of compatibility conditions for the
second auxiliary system obtained by developing (3.29)1 in length, together with the three
remaining families obtained by developing (3.29)2, (3.29)3, (3.29)4 in length, are con-
sequences, by linear combinations and by differentiations, of (I’), (II’), (III’), (IV’), of
Theorem 1.7.

The summarized proof of Theorem 1.7 is complete. ¤
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[Bel1996] BELLAÏCHE, A.: SubRiemannian Geometry, Progress in Mathematics, vol. 144, Birkhäuser
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[Ca1922] CARTAN, É.: Sur les équations de la gravitation d’Einstein, J. Math. pures et appl. 1 (1922),

141–203.
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118 JOËL MERKER

[OL1979] OLVER, P.J.: Symmetry groups and group invariant solutions of partial differential equations,
J. Diff. Geom. 14 (1979), 497–542.

[Ol1986] OLVER, P.J.: Applications of Lie groups to differential equations. Springer Verlag, New York,
1986. xxvi+497 pp.

[Ol1995] OLVER, P.J.: Equivalence, Invariance and Symmetries. Cambridge, Cambridge University
Press, 1995, xvi+525 pp.

[OV1994] ONISHCHIK, A.L.; VINBERG, E.B.: Lie groups and Lie algebras, III. Encyclopædia of math-
ematical sciences, 41. Springer Verlag, Berlin, 248 pp.

[Pi1975] PINCHUK, S.: On the analytic continuation of holomorphic mappings (Russian), Mat. Sb.
(N.S.) 98(140) (1975) no.3(11), 375–392, 416–435, 495–496.

[Pi1978] PINCHUK, S.: Holomorphic mappings of real-analytic hypersurfaces (Russian), Mat. Sb.
(N.S.) 105(147) (1978), no. 4, 574–593, 640; English translation in Math. USSR Sbornik
34 (1978), 503–519.

[Re1993] REUTENAUER, C.: Free Lie algebras, London Mathematical Society Monograph, New Series,
7. Oxford Science Publications, The Clarendon Press, Oxford University Press, New York,
1993. xviii+269 pp.

[Se1931] SEGRE, B.: Intorno al problema di Poincaré della rappresentazione pseudoconforme, Rend.
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