ViQuAE, a Dataset for Knowledge-based Visual Question Answering about Named Entities
Paul Lerner, Olivier Ferret, Camille Guinaudeau, Hervé Le Borgne, Romaric Besançon, José G. Moreno, Jesús Lovón Melgarejo

To cite this version:
Paul Lerner, Olivier Ferret, Camille Guinaudeau, Hervé Le Borgne, Romaric Besançon, et al.. ViQuAE, a Dataset for Knowledge-based Visual Question Answering about Named Entities. 2022. hal-03650618

HAL Id: hal-03650618
https://hal-universite-paris-saclay.archives-ouvertes.fr/hal-03650618
Preprint submitted on 26 Apr 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
ViQuAE, a Dataset for Knowledge-based Visual Question Answering about Named Entities

Paul Lerner  
Université Paris-Saclay, CNRS, LISN  
Orsay, France  
paul.lerner@lisn.upsaclay.fr

Olivier Ferret  
Université Paris-Saclay, CEA, List  
Palaiseau, France  
olivier.ferret@cea.fr

Camille Guinaudeau  
Université Paris-Saclay, CNRS, LISN  
Orsay, France  
camille.guinaudeau@lisn.upsaclay.fr

Hervé Le Borgne  
Romaric Besançon  
herve.le-borgne@cea.fr  
romaric.besancon@cea.fr

Université Paris-Saclay, CEA, List  
Palaiseau, France

Jose G Moreno  
Jesús Lovón Melgarejo  
jose.moreno@irit.fr  
jesus.lovon@irit.fr

IRIT, Université Paul Sabatier  
Toulouse, France

ABSTRACT
Whether to retrieve, answer, translate, or reason, multimodality opens up new challenges and perspectives. In this context, we are interested in answering questions about named entities grounded in a visual context using a Knowledge Base (KB). To benchmark this task, called KVQAE (Knowledge-based Visual Question Answering about named Entities), we provide ViQuAE, a dataset of 3.7K questions paired with images. This is the first KVQAE dataset to cover a wide range of entity types (e.g., persons, landmarks, and products). The dataset is annotated using a semi-automatic method. We also propose a KB composed of 1.5M Wikipedia articles paired with images. To set a baseline on the benchmark, we address KVQAE as a two-stage problem: Information Retrieval and Reading Comprehension, with both zero- and few-shot learning methods. The experiments empirically demonstrate the difficulty of the task, especially when questions are not about persons. This work paves the way for better multimodal entity representations and question answering. The dataset, KB, and semi-automatic annotation pipeline are freely available at https://github.com/PaulLerner/ViQuAE.
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• Information systems → Question answering; Test collections; Multimedia and multimodal retrieval.
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1 INTRODUCTION
Fusing multiple modalities, such as image and text, to retrieve relevant information is a long-standing problem that is nontrivial because these modalities carry semantics at different levels [46]. This is particularly true in the case of Knowledge-based Visual Question Answering about named Entities (KVQAE), the task considered
in this article, where different types of relations can stand between a question and its grounding image. In Visual Question Answering (VQA), the content of the contextual image, such as the color of an object or the number of objects, is the target of the question [2]. On the other hand, Knowledge-based VQA [30, 33, 49, 50] uses the image as a context to ask questions grounded in Knowledge Bases (KBs). However, both lines of work mostly target coarse-grained object categories, resulting in a reliance on an object detection pre-processing step (see for instance [1, 18]). For example, in Figure 1, one could ask about the kind of boat: “Is this a fishing boat?” Instead, our work is focused on questions that require knowledge about named entities, such as the boat Queen Elizabeth 2. We release the ViQuAE dataset for this purpose. Our dataset was designed as a benchmark to track the progress of KVQAE systems. Indeed, we argue that KVQAE is a clear, well-defined task that can be evaluated easily, making it suitable to track the progress of multimodal entity representation’s quality. Multimodal entity representation is a central issue that will allow to make human-machine interactions more natural. For example, while watching a movie, one might wonder “Where did I already see this actress?” or “Did she ever win an Oscar?”

Questions about named entities are highly challenging since current KBs contain millions of them. Therefore, using each modality independently is insufficient to retrieve relevant information with respect to users’ needs. For example, in the images of Figure 1, it is fairly complex to recognize Harold Macmillan out of a KB of millions of persons. However, one can infer from the question that he was prime minister, filtering down the candidates to a few hundred.

Shah et al. [43] have previously worked on KVQAE but were limited to person-named entities. Instead, ViQuAE covers a wide range of entity types. This diversity is a central issue in KVQAE, notably because of the resulting heterogeneity in visual representations. Figure 2 displays a few examples of entity types targeted in our work. Obviously, smartphones and mountains do not look quite alike, but, additionally, it is worth noticing the great diversity among the same entity type or even the same entity. For example, the first row shows two ways of depicting a person (here Louis Philippe I), namely through a photograph or a painting. The heterogeneity is even greater in some sense for organizations that can be depicted through a building (e.g. headquarters), a known manufactured product they sell, or simply their logo. This requires a multimodal knowledge representation, which clearly distinguishes KVQAE from image retrieval. It also illustrates the need to study other entities than persons, which can be recognized from their face. Additionally, it is worth pointing out that the very same picture can be used to ask questions about different entities: for example, Figure 2b could be used to ask about Louis Philippe I, but also about the painter or even the painting itself (e.g. “Who painted it?” or “Where can I see it?”).

As demonstrated in the next section, there are numerous tasks that mix text and image, and one cannot expect to build datasets of 100K+ samples for each. Zero- and few-shot learning underwent several breakthroughs in various fields of academic research, under the prism of Foundation Models [4]: e.g. GPT-3 [5] in Natural Language Processing, CLIP [37] in Computer Vision; DALL-E [39] in Text-to-Image Generation. With only 3.7K samples, ViQuAE is too small to train huge neural networks from scratch. Instead, we expect it to foster research towards transferable model architectures and zero- or few-shot learning techniques, which are essential to any KVQAE system. Note that by “zero-shot”, we refer to models that are not fine-tuned using ViQuAE’s training set. They are sometimes referred to as “off-the-shelf” models in the Information Retrieval (IR) literature.

Our main contributions are as follows: (i) we provide a new dataset for KVQAE, the first to cover a wide range of entity types, along with an extensible pipeline for semi-automatic annotation; (ii) we redistribute a multimodal KB of 1.5M entities based on Wikipedia; (iii) we propose and open-source strong baselines for both zero- and few-shot methods to address KVQAE, being the first to treat the task on diverse entity types and using a text-based KB.

2 RELATED WORK
Since our approach to KVQAE relies on a text-based KB, it is strongly linked to text Question Answering (QA). Text QA gained popularity with the TREC QA evaluations [48]. It has largely been addressed as a two-stage problem, with an IR stage followed by a Reading Comprehension (RC) stage, and a global focus on factoid questions (e.g. [7]). Our work is no exception. In the last few
Table 1: Summary of common points and differences between KVQAE and related tasks. All share two modalities: vision and language. Named entities are often opposed to coarse-grained object categories. *Unclear.

<table>
<thead>
<tr>
<th>Task</th>
<th>Question Answering</th>
<th>Commonsense Information Retrieval</th>
<th>Named Entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>KVQAE [43]</td>
<td>✔</td>
<td>✘</td>
<td>✔ ✔</td>
</tr>
<tr>
<td>Multimodal IR [46]</td>
<td>✘</td>
<td>✘</td>
<td>✘ ✔</td>
</tr>
<tr>
<td>Cross-modal VQA [40]</td>
<td>✗</td>
<td>✗</td>
<td>✗ ✗</td>
</tr>
<tr>
<td>Knowledge-based VQA [33]</td>
<td>✔</td>
<td>✔</td>
<td>✔ ✗</td>
</tr>
<tr>
<td>VQA [2]</td>
<td>✔</td>
<td>✗</td>
<td>✗ ✗</td>
</tr>
</tbody>
</table>

years, increased attention has been paid to RC, spawning ever-larger datasets [22, 27, 38, 53]. We take advantage of the latter to build our own dataset, as explained in the next section.

While initially focused on text, IR was rapidly extended to multimodal documents. Srinari et al. [46] and Clough et al. [9] for instance already shared a number of issues with KVQAE, such as multimodal information fusion. However, modalities in multimodal IR are often redundant, while they are complementary in KVQAE.

On the contrary, cross-modal QA [6, 24, 40, 42, 47] can be seen as RC across multiple modalities (e.g. text, tables, images...). The answer source, whatever the modality, is provided along with the contextual question and both are interdependent. For example, Reddy et al. [40] build their corpus upon news articles, where the system has access to image metadata, such as its caption. Hence, the task is more about logical reasoning than IR, unlike KVQAE, which is factoid.

Knowledge-based VQA [30, 33, 49, 50] focuses on commonsense questions about coarse-grained object categories. Furthermore, (Knowledge-based) VQA datasets are based on the images of the Common Objects in Context (COCO) dataset [31]. For these two reasons, Knowledge-based VQA has largely been addressed with an object detection preprocessing step, the object detector being trained on the images of COCO, which facilitates IR (e.g. [18]). Common points and differences between KVQAE and related tasks are summarized in Table 1.

Shah et al. [43] introduce the first KVQAE dataset: KVQA, based on Wikidata and restricted to person entities. An important difference with our work is their use of a KB based on a knowledge graph instead of unstructured text. Despite its large size, their dataset has several limitations: (i) it is restricted to person entities and in this case, person recognition boils down to face recognition; (ii) questions are automatically generated from templates and Wikidata schema. Thus, they are quite repetitive and limited by the schema: most questions are about the person’s identity, place of birth, date of birth, or job. Instead, we aim at building a dataset covering various entity types with a rich language and questions spanning over many topics.

3 THE VIQUAE DATASET

3.1 Automatic annotation

We build upon existing QA datasets, which provide a wide range of questions spanning over various topics and entities. Additionally, this limits manual annotation efforts. The main idea of the process is to replace the entity mention in the question with a depiction of the entity (see Figure 3). The entity is then referenced by an ambiguous mention (e.g. “she”). In this way, one cannot answer the question without relying on the grounding image.

To implement this process, we first need to recognize and disambiguate named entities in the question. We must also find relevant
depictions of the entities. Finally, entities need to be referenced by an ambiguous mention. Referring expression generation has been extensively studied [26], but our approach is quite different since we are looking for images that depict a single entity. In this case, the referring expression does not need to include any distinctive property of the entity, which can be simply referred to by a pronoun or hyponym [10].

To address these challenges, we use Wikipedia2, Wikidata3, and Wikimedia Commons4, where entities are uniquely identified.

Among the various QA datasets mentioned in the previous section, we decided to use TriviaQA because of its large scale and question typology [22]. More precisely, we use the KILT version of TriviaQA [35]. KILT is a benchmark for knowledge-intensive Natural Language Processing tasks, such as QA and Entity Linking. Our automatic annotation pipeline could be applied effortlessly to other QA datasets in KILT.

3.2 Application on TriviaQA

First, dependency parsing and named entity recognition are applied using spaCy5, yielding around 0.9 valid mentions per question. Dependency parsing enables to keep only some entity mentions, e.g. the subject of the question. These entity mentions are then matched with the entities disambiguated by Joshi et al. [22], who used TAGME [15]. Note that this entity disambiguation was very precise because candidate entities were discarded if their Wikipedia page did not contain the answer to the question.

Wikidata allows to gather information about the disambiguated entities: their type, occupation, gender, and Wikimedia Commons category. The latter is used to find a relevant depiction, while the others are needed to generate an ambiguous mention. Humans are mentioned by their occupation (e.g. "this writer") and other entities by their type (e.g. "this tourist attraction"). Furthermore, if the gender is available, we also use "this man/woman" and "he-him-his/she-her-hers" according to the syntactic dependency of the original mention.

Because some abstract entities such as countries or nationalities are often mentioned in questions but are not relevant for KVQAE, the entity type is restricted to be part, or a subclass, of a hand-crafted list of types, available along with the dataset. Moreover, to comply with GDPR [14], and since the number of questions about humans is quite large, only questions about deceased persons are kept. This step discards another 31% of questions.

To find relevant depictions of the entity in its Commons category, several heuristics are designed to sort the images: first, the image should be tagged as depicting the entity in Commons structured data; then, the entity label should be included in: (i) the image’s title; (ii) the image’s description; (iii) all of the image’s Commons categories. If several images are available, a unique one is used for each question about a given entity. Of course, the reference image of the entity (see Section 5) is excluded. Thanks to the Wikimedia Commons contributors, all images of the dataset are either freely licensed6 or in the public domain, allowing us to redistribute them to ensure reproducibility. Around 3% of questions lacked available images and were discarded.

We describe how to refine the automatic pipeline in the next section.

3.3 Manual refinement

The automatic annotation described above has some caveats. Two major sources of errors are the selected image, which might be irrelevant, and the specificity of the question: e.g. "Bonar Law is the only Prime Minister not born in the UK. In which country was he born?" is processed into "He is the only Prime Minister not born in the UK. In which country was he born?" which can be answered without looking at the image. To tackle this, an annotation interface has been designed using Label Studio7. The annotator is allowed to rephrase the question freely (some alternative mentions are suggested) as long as it does not change the answer. They should also choose among eight candidate images if the selected one is not appropriate (based on the reference image of the entity; see Section 5). As a last resort, the annotator may also plainly discard the question. A screenshot of the interface is available in Appendix C, and annotators’ instructions are part of our codebase.

Given the subtleties of the annotation process and the staggering reports of Marino et al. [33] who had to discard 73K out of 87K questions in their dataset, we decided to rely on seven in-house annotators (the authors of the paper). Once familiar with the interface, the annotators were able to process ≈ 120 questions per hour. The proportion of questions about humans was balanced to ensure the diversity of the dataset. We annotated 5.7K generated questions, i.e. spent around 48 hours of manual annotation in total. Among those 5.7K questions, 2K were discarded, mostly because they were over-specified or lacked a relevant image. Hence, the ViQuAE dataset consists of 3.7K questions, randomly split in training, validation, and test equally-sized sets such that images do not overlap. The majority (55%) of the valid questions were edited by the annotators. Edited questions had an average Levenshtein distance of 5 words from their generated question.

To measure inter-annotator agreement, a subset of 103 questions was annotated by at least 3 different annotators. The agreement on whether to discard the question was computed with Fleiss’ Kappa [17]. The annotators showed a fair agreement, with κ = 0.33. Indeed, whether a question is over-specified or not can be quite subjective. Moreover, some over-specified questions’ reformulation can be subtle and not obvious to all annotators. However, one should bear in mind that, in our case, inter-annotator disagreement does not concern answering the question but only filtering the automatically generated dataset, as both questions and answers are defined in TriviaQA and the annotator cannot change the answer.

We analyze the resulting dataset in the following section.

4 DATA ANALYSIS

The ViQuAE dataset consists of 3.7K questions grounded in 3.3K unique images. Two examples are shown in Figure 1. Questions are 12.4 words long on average, with a vocabulary of 4.7K words. In contrast, left-out questions of TriviaQA are 16.4 words long on average. There are close to no answer priors; among 3.7K answers,

---

7https://labelstud.io/
Table 2: Dataset statistics compared to KVQA [43].

<table>
<thead>
<tr>
<th></th>
<th>ViQuAE</th>
<th>KVQA</th>
</tr>
</thead>
<tbody>
<tr>
<td># Questions</td>
<td>3.7K</td>
<td>183K</td>
</tr>
<tr>
<td># Questions per image</td>
<td>1.1</td>
<td>7.4</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>4.7K</td>
<td>0.6K</td>
</tr>
<tr>
<td>Average q. length</td>
<td>12.4</td>
<td>10.1</td>
</tr>
<tr>
<td>Answer prior</td>
<td>0.3%</td>
<td>15.9%</td>
</tr>
<tr>
<td>Answer overlap</td>
<td>25.3%</td>
<td>89.4%</td>
</tr>
<tr>
<td>Entity overlap</td>
<td>18.1%</td>
<td>40.6%</td>
</tr>
<tr>
<td># Questions per entity</td>
<td>1.5</td>
<td>9.7</td>
</tr>
<tr>
<td># Entity types</td>
<td>980</td>
<td>1</td>
</tr>
</tbody>
</table>

A significant contribution of the dataset is its entity diversity. As discussed in Section 1, it is one of the key challenges for multimodal representations. ViQuAE comprises nearly a thousand different entity types (in the Wikidata ontology; as defined by the property P31 of the entities) among its 2.4K unique entities. Note, however, that those types are not exclusive: each entity has 1.6 types on average. There are 43% humans in the dataset, but other entities are human-like, such as fictional or mythological characters, or groups of humans, e.g. a music band. A bubble chart of the top-100 most frequent entity types is shown in Figure 4. A summary of the statistics compared with the KVQA dataset of Shah et al. [43] is reported in Table 2. We can see that, despite its small size, ViQuAE is more diverse in several aspects.

The ViQuAE dataset also has some limitations. A downside of our annotation process, more precisely the named entity disambiguation, is that answers are guaranteed to be in the Wikipedia page of the entity, i.e. the questions are one-hop at the document level. However, the question might require reasoning over multiple sentences or paragraphs in the document. In contrast, Shah et al. [43] include several multi-hop questions that, while they might not sound very natural, efficiently probe the reasoning capacities of the model.

In the following section, we describe the Knowledge Base (KB) used to answer the questions of ViQuAE.

5 THE VIQUAE KNOWLEDGE BASE

The KB is built upon Wikipedia, more precisely, the 2019/08/01 dump available in KILT [35], which consists of 5.9M articles. Each one is mapped to a Wikidata entity. Hence, we use both terms interchangeably. To get a visual representation of the entity, a single image is retrieved from Wikidata, in the following order of preference of its image properties: (i) P18 "image" (it is roughly equivalent to the infobox image in Wikipedia articles); (ii) P154 "logo image"; (iii) P41 "flag image"; (iv) P94 "coat of arms image"; (v) P2425 "service ribbon image". Articles without any image are discarded, leaving us with a KB of 1.5M articles – including 542K humans – each paired with an image. This is more than two orders of magnitude greater than the "open-world" experiments of Shah et al. [43]. 95% of the images in the KB are unique.

In the next section, we describe how to index this KB to address KVQAE along with the rest of our baseline.

6 EXPERIMENTAL SETTINGS

We divide the KVQAE problem into two steps: Information Retrieval and Reading Comprehension, with dedicated evaluation metrics for each. We emphasize on IR as we argue that it is the most challenging step. Following Joshi et al. [22] and Petroni et al. [35], Wikipedia aliases of a given answer are considered valid answers. Final evaluation is always carried out on the test set of 1,257 questions, while hyperparameters were tuned on the validation set of 1,250 questions and, for few-shot baselines, models were trained on the training set of 1,190 questions. Additional details are given in Appendix B and all the experiments can be reproduced using our codebase.

7 INFORMATION RETRIEVAL

IR aims at retrieving relevant sources of knowledge from the KB with respect to the query (question and image).
7.1 Methods
We follow a late fusion approach: search is done independently with the question and the image. Results are then fused at the score level. Our implementation is based on Elasticsense\(^{10}\) and Faiss \(^{21}\) for sparse and dense retrieval respectively, both via Hugging Face’s datasets library \(^{29}\).

7.1.1 Text Retrieval. Following Wang et al. \(^{51}\) and Karpukhin et al. \(^{23}\), articles are stripped of their semi-structured data, such as tables and lists. Each article is then split into disjoint passages of 100 words for text retrieval while preserving sentence boundaries, which leads to 12M passages (≈ 8 passages per article). The title of the article is appended to the beginning of each passage. As a zero-shot baseline, we use BM25 \(^{41}\) and optimize its hyperparameters on the validation setting using grid search. To also set a few-shot baseline, we rely on DPR \(^{23}\). DPR is a neural retrieval model built upon two BERT \(^{13}\) models: one for the question and one for the passage. DPR is trained to minimize the cross-entropy of the similarities between questions and passages (with a single relevant passage per question). Crucially, hard negatives are mined using BM25. Because of the small size of ViQuAE, the model is first pre-trained on TriviaQA, filtered out of all questions used in ViQuAE, even those that were discarded. We also consider the model only trained on TriviaQA as another zero-shot baseline.\(^{11}\) The validation set is used on the TriviaQA questions used to generate the ViQuAE validation set. For training, the hyperparameters are set as in \(^{23}\).

7.1.2 Image Retrieval. For image retrieval, two different representations are used in an exclusive manner. ArcFace \(^{12}\) for faces, if at least one is detected, and, if not, ImageNet-ResNet \(^{20}\) and CLIP \(^{37}\) for the full image. Therefore, the KB is split into two parts: humans with a detected face and non-humans, as we (naively) assume that faces are only relevant for human entities. Following Deng et al. \(^{12}\), we use MTCNN \(^{54}\) for face detection. The 5 face landmarks (two eyes, nose, and two mouth corners) are adopted to perform similarity transformations so that they are always at the same position in the image, regardless of the original pose of the person. If several faces are detected, only the one associated with the highest probability is kept. 6.6% of the humans in the KB lacked a detected face and were hence discarded.

ArcFace is a state-of-the-art representation learning method for face recognition and verification. We use the model pre-trained on MS-Celeb \(^{19}\), consisting of celebrities’ pictures. Its entities have some overlap with ViQuAE, which is analyzed in the next section.

ResNet is a milestone in the history of deep neural networks as its “skip-connections” allow it to train hundred layer deep Convolutional Neural Networks (CNNs). It is widely used as a backbone in representation learning, e.g., in ArcFace. We denote “ImageNet-ResNet” the model trained on ImageNet \(^{11}\), the most popular pre-training dataset for image classification over 1,000 object categories. Indeed, the features extracted from the last convolutional layer of ImageNet-ResNet have been shown to be a competitive baseline for image retrieval \(^{36, 44}\). We rely on max-pooling to reduce the feature map, given the results reported in \(^{36}\).

CLIP \(^{37}\) is a dual-encoder framework to learn visual representations from language supervision. The training objective is akin to DPR, although CLIP matches images with relevant captions instead of questions with relevant answers. CLIP has been trained on a dataset of 400M image-caption pairs. We are only interested in the visual encoder of CLIP and discard its text encoder. Indeed, CLIP was trained on image captions, so we do not expect its text encoder to be suited for QA.

For the sake of fair comparison, we systematically use a ResNet-50 backbone for all visual representations. Note that all these models are used off-the-shelf and are not fine-tuned.

7.1.3 Multimodal fusion. Dense search is carried out with maximum inner product search, equivalent to cosine similarity, as features are normalized beforehand (except for DPR). The image results are then mapped to their associated passages to enable fusion with the text search.

The result scores of these models have very different distributions. Therefore, before fusing them, they are normalized to have a zero mean and unit variance. Following Karpukhin et al. \(^{23}\) and Ma et al. \(^{32}\), the scores are fused through a linear interpolation:

\[
P = \alpha_b B + \alpha_d D + F_{\alpha_d} A + (1 - F)(\alpha_l I + \alpha_c C)
\]

where \(B, D, A, I, C\) stands for BM25, DPR, ArcFace, ImageNet-ResNet, and CLIP, respectively, and each has an interpolation hyperparameter \(\alpha_j\) (with \(\sum_j \alpha_j = 1\)). \(F \in \{0, 1\}\) denotes the detection of a face. Only the top-100 passages are considered. Therefore, if, given a query, a passage is not retrieved by a given system, then it is assigned to the minimum score of the other passages retrieved by that system. Passages are then re-ordered with respect to the score \(P\). Interpolation hyperparameters \(\alpha_j\) are tuned on the validation set using grid search to maximize Mean Reciprocal Rank. To limit the search space and facilitate direct comparison between BM25 and DPR, we use a single model for text search, i.e. \(\alpha_b = 0\) or \(\alpha_d = 0\).

7.2 Results
Since it is based on TriviaQA \(^{22}\), ViQuAE is only distantly supervised, i.e. a passage is deemed relevant if it contains the answer. We evaluate IR with Precision@K (P@K) and Mean Reciprocal Rank (MRR) along with Hits@K. Hits@K represents the proportion of questions for which IR retrieves at least one relevant passage in top-K. Metrics are computed with ranker \(^{3}\).

Results are reported in Table 3. Statistical significance tests are carried out using Fisher’s randomization test \(^{16, 45}\). We also report the text-only performance of BM25 and DPR as baselines.

7.2.1 DPR vs. BM25. DPR’s performance gain over BM25 is impressive, even in the zero-shot setting where it significantly outperforms BM25, and even the BM25-based multimodal search in P@K and Hits@K when \(K \geq 5\). Unlike BM25, DPR is able to find relevant passages even with very few lexical overlap thanks to its abstract semantic representations. For example, in the question “This art museum\(^{12}\) is in which Russian city?”, zero-shot DPR is able to guess

\(^{10}\)https://www.elastic.co/

\(^{11}\)Even if the ViQuAE questions are built from a subset of the TriviaQA questions, we consider that the rephrasing of the TriviaQA questions is important enough for considering this setting as a kind of zero-shot baseline. TriviaQA and ViQuAE have very different questions lengths (see Section 4).

\(^{12}\)Referring to the Hermitage Museum.
Table 3: IR results with the text-only baselines and the fusion of text and image searches, in both zero- and few-shot settings. Superscripts denote significant differences in Fisher’s randomization test with \( p \leq 0.01 \). Hits@1 is omitted as it is equivalent to P@1.

<table>
<thead>
<tr>
<th>#</th>
<th>Model</th>
<th>MRR@100</th>
<th>P@1</th>
<th>P@5</th>
<th>P@20</th>
<th>Hits@5</th>
<th>Hits@20</th>
<th>Hits@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>B (BM25, text-only)</td>
<td>19.0</td>
<td>13.1</td>
<td>8.7</td>
<td>5.9</td>
<td>23.9</td>
<td>39.5</td>
<td>62.1</td>
</tr>
<tr>
<td>b</td>
<td>( D_B ) (DPR zero-shot, text-only)</td>
<td>30.5(^a)</td>
<td>21.2(^a)</td>
<td>19.1(^{ac})</td>
<td>16.2(^{ac})</td>
<td>40.3(^{ac})</td>
<td>60.5(^{ac})</td>
<td>76.5(^{ac})</td>
</tr>
<tr>
<td>c</td>
<td>0.3(B + FA) + (1 − F)(0.1I + 0.3C)</td>
<td>27.9(^{ab})</td>
<td>20.4(^a)</td>
<td>13.8(^{a})</td>
<td>10.1(^{a})</td>
<td>35.2(^{a})</td>
<td>50.5(^a)</td>
<td>69.8(^a)</td>
</tr>
<tr>
<td>d</td>
<td>0.3(D₀ + FA) + (1 − F)(0.1I + 0.3C)</td>
<td>36.0(^{abcde})</td>
<td>26.7(^{abce})</td>
<td>21.4(^{abc})</td>
<td>17.1(^{ac})</td>
<td>46.0(^{abc})</td>
<td>65.2(^{abce})</td>
<td>81.3(^{abc})</td>
</tr>
<tr>
<td>e</td>
<td>( D_f ) (DPR few-shot, text-only)</td>
<td>32.8(^{abc})</td>
<td>22.8(^{a})</td>
<td>20.0(^{ac})</td>
<td>16.4(^{ac})</td>
<td>43.6(^{abc})</td>
<td>61.2(^{ac})</td>
<td>79.1(^{ac})</td>
</tr>
<tr>
<td>f</td>
<td>0.3(D₀ + FA) + 0.2(1 − F)(1 + C)</td>
<td>37.9(^{abced})</td>
<td>27.8(^{abce})</td>
<td>22.5(^{abce})</td>
<td>17.5(^{ac})</td>
<td>49.5(^{abced})</td>
<td>65.7(^{abce})</td>
<td>82.3(^{abce})</td>
</tr>
</tbody>
</table>

Figure 5: Overlap between the lemmas of the question and the top-1 passage retrieved by BM25 and DPR zero-shot against the passage’s relevance. The box shows the quartiles while the whiskers extend to show the rest of the distribution, except for outliers.

8 READING COMPREHENSION

Given a selected list of passages (e.g. from IR), RC aims at extracting a concise answer to the question.

8.1 Methods

To set a baseline on our dataset, we rely on a text-only reader as we argue that, once the relevant passage has been retrieved (and only then), the question can be answered without looking at the image (see e.g. Figure 1). RC is done with Multi-passage BERT [51]. This model takes as input the concatenation of the question and passage and encodes them with BERT [13]. The representations are then fed into two different fully-connected layers, trained independently to predict the start and end positions of the answer span, respectively. At inference, the answer span probability is the product of the start and end probabilities. In order to make answer scores comparable across passages, Multi-passage BERT leverages the global normalization technique of Clark and Gardner [8] so that all passages share the same softmax normalization. For irrelevant passages, the model is trained to predict the first position, i.e. that of the special token [CLS]. Furthermore, following Karpukhin et al. [23], since
Although the model is pre-trained, given the small size of ViQuAE, the model is then fine-tuned on ViQuAE, using the same hyperparameters, with IR done using the best model on our multimodal KB. The model is implemented and trained using Hugging Face’s transformers library [52], itself based on PyTorch [34]. The hyperparameters are set as in [23], except for the ratio of relevant and irrelevant passages per question, which is set to 8:16. During inference, RC is carried out on the top-24 IR results.

As in the previous section, the model is first pre-trained on our custom subset of TriviaQA, with IR carried out using BM25 on the full 5.9M articles of KILT’s Wikipedia instead of our multimodal KB. The model is then fine-tuned on ViQuAE, using the same hyperparameters, with IR done using the best model on our multimodal KB. Although the model is pre-trained, given the small size of ViQuAE, training was run 5 times with different seeds to account for the variability caused by questions’ order and the random choice of relevant and irrelevant passages among the pool. Since the IR scores P have a zero mean and unit variance, before weighting the answer, they are updated s.t. \( VP \in P, P \leftarrow 1 - \min(P) \) to ensure they are greater than 1.

The answer may appear several times in the same passage, the training objective is to maximize the marginal log-likelihood of all the answer positions in the passage. We do not use re-ranking, as we expect that re-ranking based on text-only will only worsen the original IR order. We leave multimodal re-ranking for future work. Instead, following Wang et al. [51], we experiment with weighting the answer score \( a \) with the IR score of the passage \( P \) s.t. \( a \leftarrow a \cdot P \).

The model is implemented and trained using Hugging Face’s transformers library [52], itself based on PyTorch [34]. The hyperparameters are set as in [23], except for the ratio of relevant and irrelevant passages per question, which is set to 8:16. During inference, RC is carried out on the top-24 IR results.

8.2 Results

Following Joshi et al. [22] and Petroni et al. [35], we use Exact Match (EM) and F1-score to evaluate the downstream QA, after standard answer preprocessing (lowercasing, stripping articles, and punctuation). Results are reported in Table 4. As expected, fine-tuning the model on the training set provides a solid boost in performance: +22% in EM. Weighing the answers with the IR score brings a slight improvement but well within the standard deviation range of the few-shot runs. Results are overall quite low compared to text QA benchmarks.
To better understand these numbers, we studied two additional settings. In the semi-oracle setting, the top-24 IR results are filtered to contain only relevant passages (if any). This brings an impressive 83% improvement in EM compared to the baseline. This shows that the reader is unable to disambiguate between a relevant and an irrelevant passage. For instance, in both examples of Figure 6, two out of three passages are irrelevant but provide a plausible answer to the question. Compared to this setting, the improvements of the IR weighting are insignificant. This motivates future research towards better integration of the image in RC. In the full-oracle setting, the reader is only fed relevant passages. The performance gap keeps widening: +43% compared to the semi-oracle EM. It corroborates the results of Section 7: KVQAE is very challenging for current image representations, and future work should focus on a better multimodal information fusion. Moreover, these fairly high numbers support our hypothesis, while nuancing it: once the relevant passage has been retrieved, the question may be answered without looking at the image. These oracle results could therefore serve as a topline for future work.

9 CONCLUSION AND PERSPECTIVES

We introduce a new dataset, ViQuAE, designed as a benchmark to assess retrieval and question answering for current multimodal entity representations. Questions of our dataset are released under a CC BY 4.0 License. Moreover, in order to comply with the GDPR, we do not use images of persons unless they are famous and deceased.

During the automatic annotation process, some referring expressions rely on the gender of the entity, if applicable. Note, however, that the gender is not binary in Wikidata; transgender and cisgender people get the same mentions, and intersex and non-binary people are mentioned using other properties (see Section 3.2).
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A KNOWLEDGE BASE DETAILS

As explained in Section 5, our KB is built upon Wikipedia, more precisely, the version available along with KILT. While KILT provides a near 1-1 mapping between the 5.9M articles of Wikipedia and their corresponding Wikidata entities, 11K entities (that is 0.2%) are mapped to more than one article. Therefore, to build the KB, we prune some articles to obtain a 1-1 mapping using the following heuristics: (i) keep the article that provides an answer for the TriviaQA dataset; (ii) discard articles with "disambiguation" in the title to remove disambiguation pages; (iii) keep the longest article for the same purpose.

Questions in ViQuAE are grounded in an image, as are the articles in the KB. A question about a given entity always uses a different image than the one in the KB. However, other entities in the KB might use the same image as a question in ViQuAE. For example, a question about Odin uses the same image as Hugin and Munin in the KB, or, a question about the Severn Bridge the same as the M48 motorway in the KB. Out of the 3.3K images in ViQuAE and the 1.4M in the KB, there is an intersection of 98 images that correspond to 108 questions, that is 3% of ViQuAE. However, this is not necessarily a bias that will lead to over-optimistic results. Indeed, only 54 of these 108 questions have an answer in the article of the KB that uses the same image.

B EXPERIMENT DETAILS

While our codebase allows to reproduce our experiments, we discuss a few details here, left out of sections 7 and 8 to facilitate reading.

All experiments were carried out with NVIDIA V100 GPUs with 32GB of RAM.

B.1 Information Retrieval

For training DPR, we use the same hyperparameters as Karpukhin et al. [23]. We train DPR using 4 V100 GPUs of 32GB, allowing a total batch size of 256 (32 questions × 2 passages each × 4 GPUs). This is crucial because each question uses all passages paired with other questions in the batch as negative examples. Each question is paired with 1 relevant passage and 1 irrelevant passage mined from "bert-base-uncased". Both the question and passage encoder are initialized with "bert-base-uncased". We use the Adam optimizer [25] with a learning rate of $10^{-5}$. The learning rate is scheduled linearly with 1,237 warm-up steps. Gradients’ norms are clipped to 1.

B.2 Reading Comprehension

As explained in Section 3, Joshi et al. [22] use entity linking to find relevant passages of text for the questions of TriviaQA (upon which our dataset is built). They also retrieve additional passages as negative examples. Each question is paired with 1 relevant passage and 1 irrelevant passage mined with BM25. Both the passage and question encoder are initialized from "bert-base-uncased". We use the Adam optimizer [25] with a learning rate of $2 \times 10^{-5}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. The learning rate is scheduled linearly with 1,237 warm-up steps. Gradients’ norms are clipped to 2.
the Adam optimizer with a constant learning rate of $10^{-5}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$. Gradients’ norms are clipped at 1.

**C ANNOTATION INTERFACE**

The manual annotation process is described in Section 3.3. The user interface is depicted in Figure 7. The annotator is allowed to rephrase the question freely (some ambiguous mentions are suggested) as long as it does not change the answer. They should also choose among the available images if the one selected (on the top-left) is not appropriate (based on the reference image of the entity, shown on the right). As a last resort, the annotator may also plainly discard the question.
Figure 7: User interface to refine the automatic annotation pipeline.